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#### Abstract

We construct positive and sign changing multipeak solutions to the pure critical exponent problem in a bounded domain with a shrinking hole, having a peak which concentrates at some point inside the shrinking hole (i.e. outside the domain) and one or more peaks which concentrate at interior points of the domain. These are, to our knowledge, the first multipeak solutions in a domain with a single small hole. © 2008 Elsevier Inc. All rights reserved.
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## 1. Introduction

In this paper we investigate the existence of solutions, both positive and sign changing, to the problem

$$
\begin{cases}-\Delta u=|u|^{\frac{4}{N-2}} u & \text { in } \Omega \backslash \varepsilon\left(\omega+\xi_{0}\right),  \tag{1}\\ u=0 & \text { on } \partial\left(\Omega \backslash \varepsilon\left(\omega+\xi_{0}\right)\right),\end{cases}
$$

where $\Omega$ is a connected bounded smooth domain in $\mathbb{R}^{N}, \xi_{0} \in \Omega, \omega$ is a closed bounded neighborhood of 0 in $\mathbb{R}^{N}$ with smooth boundary, $N \geqslant 3$, and $\varepsilon>0$ is small enough.

The exponent of the nonlinearity is $2^{*}-1$ where $2^{*}:=\frac{2 N}{N-2}$ is the so-called critical Sobolev exponent. This problem has a rich geometric structure: it is invariant under the group of Möbius transformations; in particular, it is invariant under dilations. This fact is responsible for the lack of compactness of the Sobolev embedding $H_{0}^{1}(D) \hookrightarrow L^{2^{*}}(D)$ even when $D$ is a bounded domain, and produces a dramatic change in the behavior of this problem with respect to the subcritical one. Indeed, whereas for $q \in\left(2,2^{*}\right)$ problem

$$
\begin{equation*}
-\Delta u=|u|^{q-2} u \quad \text { in } D, \quad u=0 \quad \text { on } \partial D, \tag{2}
\end{equation*}
$$

has infinitely many solutions in every bounded smooth domain $D$ of $\mathbb{R}^{N}$, for $q=2^{*}$ Pohožaev [20] showed that it has only the trivial solution if $D$ is strictly starshaped. Moreover, for $q=2^{*}$ this problem does not have a nontrivial least energy solution unless $D=\mathbb{R}^{N}$. Solvability for $q=2^{*}$ is, thus, a difficult issue.

There are some well known existence results for $q=2^{*}$. The first one was given by Kazdan and Warner [13] who showed that, if $D$ is an annulus, then (2) has infinitely many radial solutions. Later, without any symmetry assumption, Coron [10] proved the existence of a positive solution to (2) if $D$ is annular shaped, i.e.

$$
\begin{equation*}
\left\{x \in \mathbb{R}^{N}: 0<R_{1}<|x|<R_{2}\right\} \subset D \quad \text { and } \quad 0 \notin D \tag{3}
\end{equation*}
$$

and $R_{2} / R_{1}$ is small enough. Substantial improvement was obtained by Bahri and Coron [3] (see also [2]) who showed that, if the reduced homology of $D$ with coefficients in $\mathbb{Z}_{2}$ is nontrivial, then problem (2) has at least one positive solution.

Concerning Coron's result, an interesting issue is the study of the asymptotic behavior of Coron's solution for $R_{2}$ fixed and $R_{1} \rightarrow 0$, in other words, when $D$ has a small hole whose diameter tends to zero. If the hole is the ball of radius $R_{1}$, then the solution found by Coron concentrates around the hole and it converges, in the sense of measure, to a Dirac delta centered at the center of the hole as $R_{1} \rightarrow 0$. We refer the reader to [14,15,21] where the study of existence of positive multipeak solutions to (2) in domains with several small circular holes and their asymptotic behavior as the size of the holes goes to zero has been carried out.

Recently, Clapp and Weth [9] extended Coron's result. They showed that, if $D$ has a small enough hole, then (2) has at least two solutions. But nothing can be said about the sign of the second one. Existence of sign changing solutions for symmetric domains with a small hole was first shown by Clapp and Weth [8]. Musso and Pistoia [16] proved that, if the domain has certain symmetries and a small spherical hole, then the number of sign changing solutions becomes arbitrarily large as the radius of the sphere goes to zero. Recently, Clapp and Pacella [7] considered
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annular shaped domains $D$ which are invariant under a finite group $\Gamma$ of orthogonal transformations of $\mathbb{R}^{N}$ and established the existence of multiple sign changing solutions even if the hole is large provided the cardinality of the minimal $\Gamma$-orbit of $D$ is also large. Finally, if the domain $D$ has two small holes, then Musso and Pistoia [18] proved that problem (2) has at least one pair of sign changing solutions.

Results obtained so far suggest that solutions to problem (1) should concentrate at points outside the domain. In this paper we shall construct positive and sign changing multipeak solutions to (1) having a peak which concentrates at some point inside the shrinking hole $\varepsilon\left(\omega+\xi_{0}\right)$ (i.e. outside the domain) and one or more peaks which concentrate at interior points of the domain $\Omega \backslash \varepsilon\left(\omega+\xi_{0}\right)$, for certain points $\xi_{0} \in \Omega$. These are, to our knowledge, the first known solutions to problem (1) exhibiting this kind of concentration behavior, and the first multipeak solutions in a domain with a single small hole.

Our first three results concern existence of positive multipeak solutions. Set

$$
A_{N}:=[N(N-2)]^{\frac{N}{2}} \int_{\mathbb{R}^{N}}\left(1+|y|^{2}\right)^{-(N+2) / 2} d y
$$

Theorem 1. Assume that $\partial \Omega$ is not connected. There exists $\rho_{0}>0$, depending only on $\Omega$, such that, for each point $\xi_{0} \in \Omega$ with $\operatorname{dist}\left(\xi_{0}, \partial \Omega\right) \leqslant \rho_{0}$, there exist $\zeta^{*} \in \Omega \backslash\left\{\xi_{0}\right\}$ and $\varepsilon_{0}>0$ with the following property: for every $\varepsilon \in\left(0, \varepsilon_{0}\right)$ there is a positive solution $u_{\varepsilon}$ to problem (1) satisfying

$$
\left|\nabla u_{\varepsilon}\right|^{2} d x \rightharpoonup A_{N}\left(\delta_{\xi_{0}}+\delta_{\zeta^{*}}\right) \quad \text { in the sense of measures, as } \varepsilon \rightarrow 0
$$

Under some symmetry assumptions on the domain, we obtain multiplicity of positive multipeak solutions. The domains considered in Theorems 2 and 3 are illustrated by Figs. 1 and 2, respectively.

Theorem 2. Assume that, for some $n \leqslant N$,

$$
\begin{align*}
\left(x_{1}, \ldots, x_{n}, x_{n+1}, \ldots, x_{N}\right) \in \Omega & \Leftrightarrow\left(x_{1}, \ldots, x_{n},-x_{n+1}, \ldots,-x_{N}\right) \in \Omega  \tag{4}\\
\left(x_{1}, \ldots, x_{n}, x_{n+1}, \ldots, x_{N}\right) \in \omega & \Leftrightarrow\left(x_{1}, \ldots, x_{n},-x_{n+1}, \ldots,-x_{N}\right) \in \omega \tag{5}
\end{align*}
$$

There exists $\rho_{0}>0$, depending only on $\Omega$, such that, for each $\xi_{0} \in \Omega \cap\left(\mathbb{R}^{n} \times\{0\}\right)$ with $\operatorname{dist}\left(\xi_{0}, \partial \Omega\right) \leqslant \rho_{0}$ and each connected component $C$ of $\Omega \cap\left(\mathbb{R}^{n} \times\{0\}\right)$ with nonconnected bound-
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ary, such that $\xi_{0} \notin C$ if $n=1$, there exist $\zeta_{C}^{*} \in C \backslash\left\{\xi_{0}\right\}$ and $\varepsilon_{0}>0$ with the following property: for every $\varepsilon \in\left(0, \varepsilon_{0}\right)$ and every $C$ there is a positive solution $u_{C, \varepsilon}$ to problem (1) satisfying

$$
\left|\nabla u_{C, \varepsilon}\right|^{2} d x \rightharpoonup A_{N}\left(\delta_{\xi_{0}}+\delta_{\zeta_{C}^{*}}\right) \quad \text { in the sense of measures, as } \varepsilon \rightarrow 0 .
$$

Theorem 3. Let $\Omega:=B(0,1) \backslash T(r, \rho)$, where

$$
\begin{aligned}
B(0,1) & :=\left\{x \in \mathbb{R}^{N}:|x|<1\right\}, \\
T(r, \rho) & :=\left\{x \in \mathbb{R}^{N}: \operatorname{dist}(x, S(r))<\rho\right\}, \\
S(r) & :=\left\{\left(x_{1}, x_{2}, 0, \ldots, 0\right) \in \mathbb{R}^{N}: x_{1}^{2}+x_{2}^{2}=r^{2}\right\}, \quad r \in\left(\frac{1}{2}, 1\right) .
\end{aligned}
$$

Let $\xi_{0}=0$ and assume that $\omega$ satisfies

$$
\left(x_{1}, x_{2}, x_{3}, \ldots, x_{N}\right) \in \omega \quad \Leftrightarrow \quad\left(x_{1}, x_{2},-x_{3}, \ldots,-x_{N}\right) \in \omega
$$

Then, for each integer $k \geqslant 1$ there exists $\rho_{0} \in\left(\frac{1}{2}, 1\right)$ such that, if $r+\rho \in\left(\rho_{0}, 1\right)$, there exist $r_{*} \in(r+\rho, 1)$ and $\varepsilon_{0}>0$ with the following property: for every $\varepsilon \in\left(0, \varepsilon_{0}\right)$ there is a positive solution $u_{\varepsilon}$ to problem (1) satisfying

$$
\left|\nabla u_{\varepsilon}\right|^{2} d x \rightharpoonup A_{N}\left(\delta_{0}+\sum_{j=0}^{k-1} \delta_{\zeta_{j}}\right) \quad \text { in the sense of measures, as } \varepsilon \rightarrow 0
$$

where $\zeta_{j}:=r_{*}\left(\cos \frac{2 \pi j}{k}, \sin \frac{2 \pi j}{k}, 0, \ldots, 0\right)$.
Concerning existence of sign changing multipeak solutions to (1), we prove the following two results.

Theorem 4. Assume that $x \in \Omega$ iff $-x \in \Omega$ and let $\xi_{0}=0$. Then there exist $\zeta^{*} \in \Omega \backslash\{0\}$ and $\varepsilon_{0}>$ 0 such that, for each $\varepsilon \in\left(0, \varepsilon_{0}\right)$, there is a pair $\pm u_{\varepsilon}$ of sign changing solutions to problem (1) satisfying

$$
\left|\nabla u_{\varepsilon}\right|^{2} \rightharpoonup A_{N}\left(\delta_{0}-\delta_{\zeta^{*}}-\delta_{-\zeta^{*}}\right) \quad \text { in the sense of measures, as } \varepsilon \rightarrow 0 .
$$

Theorem 5. Let $\Omega:=B(0,1)$ and $\xi_{0}=0$. If $N$ is odd, assume that $\omega$ satisfies

$$
\left(x_{1}, x_{2}, x_{3}, \ldots, x_{N}\right) \in \omega \quad \text { iff } \quad\left(x_{1}, x_{2},-x_{3}, \ldots,-x_{N}\right) \in \omega
$$

Then, for every integer $k \geqslant 1$ there exist $r_{*} \in(0,1)$ and $\varepsilon_{0}>0$ such that, for each $\varepsilon \in\left(0, \varepsilon_{0}\right)$, there exists a pair $\pm u_{\varepsilon}$ of sign changing solutions to problem (1) satisfying

$$
\left|\nabla u_{\varepsilon}\right|^{2} d x \rightharpoonup A_{N}\left(\delta_{0}-\sum_{j=0}^{k-1} \delta_{\zeta_{j}}\right) \quad \text { in the sense of measures, as } \varepsilon \rightarrow 0
$$

where $\zeta_{j}:=r_{*}\left(\cos \frac{2 \pi j}{k}, \sin \frac{2 \pi j}{k}, 0, \ldots, 0\right)$.
One may ask whether the solutions given by the above results are solely created by the topology of $\Omega$ or whether there is really an effect of the hole. In other words, do these solutions persist for $\varepsilon=0$ ? The answer is that, in general, they do not persist. In fact, Ben Ayed, El Mehdi and Hammami [4] showed that for thin annuli the least energy of a positive solution goes to infinity as the width of the annulus goes to zero. In particular, a thin annulus does not have 2-peak solutions, so the solutions provided by Theorem 1 for small $\varepsilon$ blow up as $\varepsilon \rightarrow 0$.

This paper is organized as follows. In Section 2, we describe the construction of a first approximation for a solution to problem (1) and we give the scheme of the proof of our results, which is based in a finite-dimensional reduction. Section 3 is devoted to the proof of our main results. In particular, we state and prove a general existence result for solutions to problem (1) under some general symmetry assumptions. This result, together with a topological lemma, are the tools to construct positive and sign changing solutions to (1), as asserted in the previous theorems. In Section 4 we give the expansion of the energy functional associated to the problem at the ansatz. Finally, Section 5 is devoted to the study of the associated nonlinear problem which provides the finite-dimensional reduction.

## 2. An approximate solution and scheme of the proof

In this section we describe a first approximation of the solution to problem (1). To simplify notation, we shall assume from now on that $\xi_{0}=0$.

Let $\delta$ be a positive real number and $z$ be a point in $\mathbb{R}^{N}$. The basic element to construct a solution to problem (1) is the so called standard bubble $U_{\delta, z}$ defined by

$$
U_{\delta, z}(x)=\alpha_{N} \frac{\delta^{\frac{N-2}{2}}}{\left(\delta^{2}+|x-z|^{2}\right)^{\frac{N-2}{2}}}, \quad \delta>0, z \in \mathbb{R}^{N}
$$

with $\alpha_{N}:=[N(N-2)]^{\frac{N-2}{4}}$. It is well known (see $\left.[1,6,24]\right)$ that these functions are the positive solutions of the equation $-\Delta u=u^{p}$ in $\mathbb{R}^{N}$, where $p:=\frac{N+2}{N-2}$. These are the basic cells to build
an actual solution of (1) after we perform a suitable correction to fit in the boundary condition. To this purpose, we replace $U_{\delta, z}$ by its projection $P_{\varepsilon} U_{\delta, z}$ onto $H_{0}^{1}(\Omega \backslash \varepsilon \omega)$, defined by

$$
\begin{cases}-\Delta P_{\varepsilon} U_{\delta, z}=U_{\delta, z}^{p} & \text { in } \Omega \backslash \varepsilon \omega \\ P_{\varepsilon} U_{\delta, z}=0 & \text { on } \partial(\Omega \backslash \varepsilon \omega)\end{cases}
$$

We will look for a solution to (1) of the form

$$
\begin{equation*}
u=V_{\lambda, \zeta}+\phi, \quad V_{\lambda, \zeta}:=P_{\varepsilon} U_{\mu, \xi}+\sum_{j=1}^{k} v_{j} P_{\varepsilon} U_{\lambda_{j}, \zeta_{j}} \tag{6}
\end{equation*}
$$

where $V_{\lambda, \zeta}$ represents the leading term and $\phi$ is a lower order term. Here $\nu_{j}= \pm 1, \lambda=$ $\left(\mu, \lambda_{1}, \ldots, \lambda_{k}\right) \in(0, \infty)^{k+1}$ and $\zeta=\left(\xi, \zeta_{1}, \ldots, \zeta_{k}\right) \in \Omega^{k+1}$. We will choose points $\xi, \zeta_{j} \in \Omega$ and parameters $\mu, \lambda_{j} \in(0, \infty), j=1, \ldots, k$, as follows:

$$
\begin{equation*}
\mu:=d \sqrt{\varepsilon}, \quad \eta<d<\eta^{-1} \quad \text { and } \quad \xi:=\mu \tau, \quad \tau \in \mathbb{R}^{N},|\tau|<\eta \tag{7}
\end{equation*}
$$

and for $j=1, \ldots, k$,

$$
\begin{gather*}
\lambda_{j}:=\Lambda_{j} \sqrt{\varepsilon}, \quad \eta<\Lambda_{j}<\eta^{-1}  \tag{8}\\
\left|\zeta_{j}\right|>2 \eta, \quad \operatorname{dist}\left(\zeta_{j}, \partial \Omega\right)>2 \eta, \quad\left|\zeta_{j}-\zeta_{s}\right|>2 \eta \quad \text { if } j \neq s, \tag{9}
\end{gather*}
$$

for some positive small fixed $\eta$. Set $\bar{\Lambda}:=\left(\Lambda_{1}, \ldots, \Lambda_{k}\right) \in(0, \infty)^{k}$ and $\bar{\zeta}:=\left(\zeta_{1}, \ldots, \zeta_{k}\right) \in \Omega^{k}$.
In terms of $\phi$, problem (1) becomes

$$
\begin{cases}L_{\lambda, \zeta}(\phi)=N_{\lambda, \zeta}(\phi)+R_{\lambda, \zeta} & \text { in } \Omega \backslash \varepsilon \omega  \tag{10}\\ \phi=0 & \text { on } \partial(\Omega \backslash \varepsilon \omega)\end{cases}
$$

where

$$
\begin{aligned}
L_{\lambda, \zeta}(\phi) & :=-\Delta \phi-f^{\prime}\left(V_{\lambda, \zeta}\right) \phi \\
N_{\lambda, \zeta}(\phi) & :=f\left(V_{\lambda, \zeta}+\phi\right)-f\left(V_{\lambda, \zeta}\right)-f^{\prime}\left(V_{\lambda, \zeta}\right) \phi \\
R_{\lambda, \zeta} & :=f\left(V_{\lambda, \zeta}\right)+\Delta V_{\lambda, \zeta}
\end{aligned}
$$

Here $f(u):=|u|^{\frac{4}{N-2}} u$. We denote by $\widehat{\mathcal{K}}_{\lambda_{j}, \zeta_{j}}$ the kernel of the operator $-\Delta-p U_{\lambda_{j}, \zeta_{j}}^{p-1}$ on $L^{2}\left(\mathbb{R}^{N}\right)$, and consider the spaces

$$
\begin{aligned}
& \mathcal{K}_{\lambda, \zeta}:=\operatorname{span}\left\{f^{\prime}\left(V_{\lambda, \zeta}\right) P_{\varepsilon} \theta: \theta \in \bigcup_{j=0}^{k} \widehat{\mathcal{K}}_{\lambda_{j}, \zeta_{j}}\right\} \\
& \mathcal{K}_{\lambda, \zeta}^{\perp}:=\left\{\phi \in H_{0}^{1}(\Omega \backslash \varepsilon \omega): \int_{\Omega \backslash \varepsilon \omega} \phi \psi=0 \text { for all } \psi \in \mathcal{K}_{\lambda, \zeta}\right\},
\end{aligned}
$$

where $P_{\varepsilon} \theta$ denotes the orthogonal projection of $\theta$ onto $H_{0}^{1}(\Omega \backslash \varepsilon \omega)$, i.e. $\Delta P_{\varepsilon} \theta=\Delta \theta$ in $\Omega \backslash \varepsilon \omega$, $P_{\varepsilon} \theta=0$ on $\partial(\Omega \backslash \varepsilon \omega)$.

To prove the existence of a solution to (10), we first solve the problem

$$
\left(\wp \wp_{\lambda, \zeta}\right) \quad\left\{\begin{array}{l}
L_{\lambda, \zeta}(\phi)=N_{\lambda, \zeta}(\phi)+R_{\lambda, \zeta}+\psi  \tag{11}\\
\psi \in \mathcal{K}_{\lambda, \zeta} \\
\phi \in \mathcal{K}_{\lambda, \zeta}^{\perp}
\end{array}\right.
$$

Now, in order to solve this problem we recall [5] that $\widehat{\mathcal{K}}_{\delta, z}$ has dimension $N+1$ and is spanned by the functions

$$
\begin{aligned}
& Z_{\delta, z}^{0}(x):=\frac{\partial U_{\delta, z}}{\partial \delta}(x)=\alpha_{N} \frac{N-2}{2} \delta^{(N-4) / 2} \frac{|x-z|^{2}-\delta^{2}}{\left(\delta^{2}+|x-z|^{2}\right)^{N / 2}}, \quad x \in \mathbb{R}^{N}, \\
& Z_{\delta, z}^{i}(x):=\frac{\partial U_{\delta, z}}{\partial z_{i}}(x)=-\alpha_{N}(N-2) \delta^{(N-2) / 2} \frac{x_{i}-z_{i}}{\left(\delta^{2}+|x-z|^{2}\right)^{N / 2}}, \quad x \in \mathbb{R}^{N},
\end{aligned}
$$

for $i=1, \ldots, N$. So solving problem ( $\wp_{\lambda, \zeta}$ ) in (11) is equivalent to finding $\phi$ and coefficients $c_{j}^{i}$, $i=0, \ldots, N, j=0, \ldots, k$, such that

$$
\begin{cases}L_{\lambda, \zeta}(\phi)=N_{\lambda, \zeta}(\phi)+R_{\lambda, \zeta}+\sum_{i, j} c_{j}^{i} f^{\prime}\left(V_{\lambda, \zeta}\right) P_{\varepsilon} Z_{\lambda_{j}, \zeta_{j}}^{i} & \text { in } \Omega \backslash \varepsilon \omega,  \tag{12}\\ \phi=0 & \text { on } \partial(\Omega \backslash \varepsilon \omega), \\ \int_{\Omega \backslash \varepsilon \omega} \phi f^{\prime}\left(V_{\lambda, \zeta}\right) P_{\varepsilon} Z_{\lambda_{j}, \zeta_{j}}^{i}=0 & i=0, \ldots, N, j=0, \ldots, k\end{cases}
$$

For technical reasons, it is useful to scale the problem. Let

$$
\Omega_{\varepsilon}:=\frac{\Omega \backslash \varepsilon \omega}{\sqrt{\varepsilon}} \quad \text { and } \quad y=\frac{x}{\sqrt{\varepsilon}} \in \Omega_{\varepsilon}
$$

Then $u$ is a solution to (1) if and only if the function $\hat{u}(y):=\varepsilon^{\frac{1}{p-1}} u(\sqrt{\varepsilon} y)$ solves the problem

$$
\begin{cases}-\Delta v=|v|^{\frac{4}{N-2}} v & \text { in } \Omega_{\varepsilon}  \tag{13}\\ v=0 & \text { on } \partial \Omega_{\varepsilon}\end{cases}
$$

In this expanded variables, the solution we are looking for looks like $\hat{u}(y)=\hat{V}_{\lambda, \zeta}+\hat{\phi}(y)$, where

$$
\hat{V}_{\lambda, \zeta}(y):=\varepsilon^{\frac{1}{p-1}} V_{\frac{\lambda}{\sqrt{\varepsilon}}, \zeta}, \frac{\zeta}{\sqrt{\varepsilon}}(\sqrt{\varepsilon} y) \quad \text { and } \quad \hat{\phi}(y):=\varepsilon^{\frac{1}{p-1}} \phi(\sqrt{\varepsilon} y), \quad y \in \Omega_{\varepsilon}
$$

Now, in terms of $\hat{\phi}$, problem (12) becomes

$$
\begin{cases}\hat{L}_{\lambda, \zeta}(\hat{\phi})=\hat{N}_{\lambda, \zeta}(\hat{\phi})+\hat{R}_{\lambda, \zeta}+\sum_{i, j} c_{j}^{i} f^{\prime}\left(\hat{V}_{\lambda, \zeta}\right) \hat{Z}_{j}^{i} & \text { in } \Omega_{\varepsilon},  \tag{14}\\ \hat{\phi}=0 & \text { on } \partial \Omega_{\varepsilon}, \\ \int_{\Omega_{\varepsilon}} \hat{\phi} f^{\prime}\left(\hat{V}_{\lambda, \zeta}\right) \hat{Z}_{j}^{i}=0 & i=0, \ldots, N, j=0, \ldots, k\end{cases}
$$

where $\hat{Z}_{j}^{i}(y):=\varepsilon^{\frac{1}{p-1}} P_{\varepsilon} Z_{\frac{\lambda_{j}}{\sqrt{\varepsilon}}}^{i}, \zeta_{j}^{\sqrt{\varepsilon}}$ ( $\left.\sqrt{\varepsilon} y\right)$ and

$$
\begin{aligned}
\hat{L}_{\lambda, \zeta}(\hat{\phi}) & :=-\Delta \hat{\phi}-f^{\prime}\left(\hat{V}_{\lambda, \zeta}\right) \hat{\phi} \\
\hat{N}_{\lambda, \zeta}(\hat{\phi}) & :=f\left(\hat{V}_{\lambda, \zeta}+\hat{\phi}\right)-f\left(\hat{V}_{\lambda, \zeta}\right)-f^{\prime}\left(\hat{V}_{\lambda, \zeta}\right) \hat{\phi}, \\
\hat{R}_{\lambda, \zeta} & :=f\left(\hat{V}_{\lambda, \zeta}\right)-\sum_{j=0}^{k} f\left(U_{\frac{\lambda_{j}}{\sqrt{\varepsilon}}}, \frac{\zeta_{j}}{\sqrt{\varepsilon}}\right)
\end{aligned}
$$

We point out that $\hat{\phi}$ solves (14) if and only if $\phi$ solves (12). The solution to problem (14) will be obtained as a fixed point of a certain contraction map, which will be defined thanks to the solvability of the following linear problem. Fix points and parameters as in (7)-(9). Given a function $h$, we consider the problem of finding $\hat{\phi}$ such that for certain real numbers $c_{j}^{i}$ the following is satisfied

$$
\begin{cases}\hat{L}_{\lambda, \zeta}(\hat{\phi})=h+\sum_{i, j} c_{j}^{i} f^{\prime}\left(\hat{V}_{\lambda, \zeta}\right) \hat{Z}_{j}^{i} & \text { in } \Omega_{\varepsilon},  \tag{15}\\ \hat{\phi}=0 & \text { on } \partial \Omega_{\varepsilon} \\ \int_{\Omega_{\varepsilon}} \hat{\phi} f^{\prime}\left(\hat{V}_{\lambda, \zeta}\right) \hat{Z}_{j}^{i}=0 & i=0, \ldots, N, j=0, \ldots, k\end{cases}
$$

In order to perform an invertibility theory for $\hat{L}_{\lambda, \zeta}$ subject to the above orthogonality conditions, we introduce $L_{*}^{\infty}\left(\Omega_{\varepsilon}\right)$ and $L_{* *}^{\infty}\left(\Omega_{\varepsilon}\right)$ to be, respectively, the spaces of functions defined on $\Omega_{\varepsilon}$ with finite $\|\cdot\|_{*}$-norm (respectively $\|\cdot\|_{* *}$-norm), where

$$
\|\psi\|_{*}=\sup _{x \in \Omega_{\varepsilon}}\left[\left|w^{-\beta}(x) \psi(x)\right|+\left|w^{-\left(\beta+\frac{1}{N-2}\right)}(x) D \psi(x)\right|\right]
$$

with

$$
w(x)=\left(1+\left|x-\xi^{\prime}\right|^{2}\right)^{-\frac{N-2}{2}}+\sum_{j}\left(1+\left|x-\zeta_{j}^{\prime}\right|^{2}\right)^{-\frac{N-2}{2}}
$$

$\beta=1$ if $N=3$ and $\beta=\frac{2}{N-2}$ if $N \geqslant 4$. Similarly we define, for any dimension $N \geqslant 3$,

$$
\|\psi\|_{* *}=\sup _{x \in \Omega_{\varepsilon}}\left|w^{-\frac{4}{N-2}}(x) \psi(x)\right| .
$$

The operator $\hat{L}_{\lambda, \zeta}$ is indeed uniformly invertible with respect to the above weighted $L^{\infty}$-norm, for all $\varepsilon$ small enough. This fact is established in the next proposition. We refer the reader to [ 11,17 ] for the proof.

Proposition 6. Let $\eta>0$ be fixed. There are numbers $\varepsilon_{0}>0, C>0$, such that, for points and parameters satisfying (7)-(9), problem (15) admits a unique solution $\hat{\phi}=: T_{\lambda, \zeta}$ (h) for all $0<$ $\varepsilon<\varepsilon_{0}$ and all $h \in C^{\alpha}\left(\bar{\Omega}_{\varepsilon}\right)$. Moreover,

$$
\begin{equation*}
\left\|T_{\lambda, \zeta}(h)\right\|_{*} \leqslant C\|h\|_{* *}, \quad\left\|\partial_{d, \bar{\Lambda}, \tau, \bar{\zeta}} T_{\lambda, \zeta}(h)\right\|_{*} \leqslant C\|h\|_{* *} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|c_{i}\right| \leqslant C\|h\|_{* *} \tag{17}
\end{equation*}
$$

The solvability of problem (14) is established in the following proposition.
Proposition 7. Let $\eta>0$ be fixed. There are numbers $\varepsilon_{0}>0, C>0$, such that, for points and parameters satisfying (7)-(9) there exists a unique solution $\hat{\phi}=\hat{\phi}(d, \bar{\Lambda}, \tau, \bar{\zeta})$ to problem (14), such that the map $(d, \bar{\Lambda}, \tau, \bar{\zeta}) \rightarrow \hat{\phi}(d, \bar{\Lambda}, \tau, \bar{\zeta})$ is of class $C^{1}$ for the $\|\cdot\|_{*}$-norm and

$$
\begin{gather*}
\|\hat{\phi}\|_{*} \leqslant C \varepsilon^{\frac{N-2}{2}}  \tag{18}\\
\| \nabla_{(d, \bar{\Lambda}, \tau, \bar{\zeta})}  \tag{19}\\
\hat{\phi} \|_{*} \leqslant C \varepsilon^{\frac{N-2}{2}} .
\end{gather*}
$$

The proof of the previous proposition will be postponed to Section 5. Here we just mention that the size of $\hat{\phi}$ and its derivatives, given in (18) and (19), is strictly related to the size of $\left\|\hat{R}_{\lambda, \zeta}\right\|_{* *}$, which turns out to be of order $\varepsilon^{\frac{N-2}{2}}$ in all the different existence results we obtain, as shown in the proof of Proposition 7.

Looking back at (14), we conclude that, in the expanded variable, the function $\hat{V}_{\lambda, \zeta}+\hat{\phi}$ is an actual solution to (13), or equivalently that the function $V_{\lambda, \zeta}+\phi$ in (6) is an actual solution to our original problem (1), if we show that, for a proper election of $(d, \bar{\Lambda}, \tau, \bar{\zeta})$, the constants $c_{j}^{i}$ are all zero. This reduces our problem to a finite-dimensional one.

Let $J_{\varepsilon}: H_{0}^{1}(\Omega \backslash \varepsilon \omega) \rightarrow \mathbb{R}$ be the energy functional given by

$$
\begin{equation*}
J_{\varepsilon}(u)=\frac{1}{2} \int_{\Omega \backslash \varepsilon \omega}|D u|^{2}-\frac{1}{p+1} \int_{\Omega \backslash \varepsilon \omega}|u|^{p+1} \tag{20}
\end{equation*}
$$

It is well known that critical points of $J_{\varepsilon}$ are solutions to (1).
We introduce the function $J_{\varepsilon}^{*}:(0, \infty)^{k+1} \times \mathbb{R}^{N} \times \Omega^{k} \rightarrow \mathbb{R}$ given by

$$
J_{\varepsilon}^{*}(d, \bar{\Lambda}, \tau, \bar{\zeta}):=J_{\varepsilon}\left(V_{\lambda, \zeta}+\phi\right)
$$

where $\phi$ is the unique solution to problem ( $\wp_{\lambda, \zeta}$ ) in (11) given by Proposition 7.
Using standard tools one can prove the following results.
Lemma 8. $u_{\varepsilon}=V_{\lambda, \zeta}+\phi$ is a solution of problem (1), i.e. $c_{j}^{i}=0$ in (12) for all $i, j$, if and only if $(d, \bar{\Lambda}, \tau, \bar{\zeta})$ is a critical point of $J_{\varepsilon}^{*}$.

A direct consequence of estimates (18) and (19) is the following expansion.

Proposition 9. Let $\eta>0$ be fixed and assume (7)-(9) hold true. Then we have the following expansion

$$
\begin{equation*}
J_{\varepsilon}^{*}(d, \bar{\Lambda}, \tau, \bar{\zeta})=J_{\varepsilon}\left(V_{\lambda, \zeta}\right)+o\left(\varepsilon^{\frac{N-2}{2}}\right) \tag{21}
\end{equation*}
$$

where, as $\varepsilon$ goes to zero, the term $o\left(\varepsilon^{\frac{N-2}{2}}\right)$ is $C^{1}$-uniform over all ( $d, \bar{\Lambda}, \tau, \bar{\zeta}$ )'s satisfying (7)-(9).
Finally, we conclude this section with the asymptotic expansion of the main part of the energy $J_{\varepsilon}\left(V_{\lambda, \zeta}\right)$, which will be obtained in Section 4.

The expansion of $J_{\varepsilon}\left(V_{\lambda, \zeta}\right)$ is given in terms of the Green function of the Laplace operator vanishing at the boundary $\partial \Omega$, defined by

$$
\begin{equation*}
G(x, y)=\kappa_{N}\left(\frac{1}{|x-y|^{N-2}}-H(x, y)\right) \tag{22}
\end{equation*}
$$

with $\kappa_{N}:=\frac{1}{(N-2)|\partial B|}$, where $|\partial B|$ denotes the surface area of the unit sphere in $\mathbb{R}^{N}$. The function $H$ denotes the regular part of the Green function, which for all $y \in \Omega$ satisfies

$$
\begin{equation*}
\Delta H(x, y)=0 \quad \text { in } \Omega, \quad H(x, y)=\kappa_{N} \frac{1}{|x-y|^{N-2}}, \quad x \in \partial \Omega \tag{23}
\end{equation*}
$$

The function $H(x, x)$ is called the Robin function of $\Omega$ at $x$. It is useful to point out the following properties of $G$ and $H$ :

$$
\begin{align*}
0 \leqslant G(x, y) \leqslant & \kappa_{N} \frac{1}{|x-y|^{N-2}} \quad \text { for any } x, y \in \Omega  \tag{24}\\
& \lim _{x \rightarrow \partial \Omega} H(x, x)=+\infty \tag{25}
\end{align*}
$$

and

$$
\begin{equation*}
H(x, x) \geqslant \min _{x \in \Omega} H(x, x)=: H_{\Omega}>0 \tag{26}
\end{equation*}
$$

Proposition 10. Let $\eta>0$ be fixed and assume that (7)-(9) hold. Then we have the following expansion

$$
\begin{equation*}
J_{\varepsilon}\left(V_{\lambda, \zeta}\right)=(k+1) a_{1}-\varepsilon^{\frac{N-2}{2}} \Psi(d, \bar{\Lambda}, \tau, \bar{\zeta})+o\left(\varepsilon^{\frac{N-2}{2}}\right) \tag{27}
\end{equation*}
$$

where $\Psi$ is defined by

$$
\begin{align*}
\Psi(d, \bar{\Lambda}, \tau, \bar{\zeta}):= & F(\tau) \frac{1}{d^{N-2}}+a_{2} H(0,0) d^{N-2} \\
& +a_{2}\left[\sum_{j=1}^{k} H\left(\zeta_{j}, \zeta_{j}\right) \Lambda_{j}^{N-2}-\sum_{\substack{j, s=1 \\
s \neq j}}^{k} v_{j} v_{s} G\left(\zeta_{j}, \zeta_{s}\right) \Lambda_{j}^{\frac{N-2}{2}} \Lambda_{s}^{\frac{N-2}{2}}\right] \\
& -2 a_{2} \sum_{j=1}^{k} v_{j} G\left(0, \zeta_{j}\right) \Lambda_{j}^{\frac{N-2}{2}} d^{\frac{N-2}{2}} \tag{28}
\end{align*}
$$

where

$$
F(\tau):=\alpha_{N}^{p+1} c_{\omega} \frac{1}{\left(1+|\tau|^{2}\right)^{\frac{N-2}{2}}} \int_{\mathbb{R}^{N}} \frac{1}{|y+\tau|^{N-2}} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}} d y
$$

 ( $d, \bar{\Lambda}, \tau, \bar{\zeta}$ )'s satisfying (7)-(9).

Roughly speaking, we may say that any critical point of $\Psi$ stable with respect $C^{1}$-perturbation generates a solution to (1) which has a positive blow-up point at the origin and $k$ positive (if $v_{j}=+1$ ) or negative (if $v_{j}=-1$ ) blow-up points $\zeta_{j} \in \Omega \backslash\{0\}$.

## 3. Multipeak solutions

Let $\Gamma$ be a closed subgroup of the group $O(N)$ of orthogonal transformations of $\mathbb{R}^{N}$. We denote by

$$
\Gamma x:=\{\gamma x: \gamma \in \Gamma\}
$$

the $\Gamma$-orbit of $x \in \mathbb{R}^{N}$. A subset $X$ of $\mathbb{R}^{N}$ is said to be $\Gamma$-invariant if $\Gamma x \subset X$ for every $x \in X$, and a function $u: X \rightarrow \mathbb{R}$ is $\Gamma$-invariant if it is constant on every $\Gamma$-orbit of $X$.

The Green function satisfies the following.
Lemma 11. If $\Omega$ is $\Gamma$-invariant then

$$
G(\gamma x, \gamma y)=G(x, y) \quad \text { and } \quad H(\gamma x, \gamma y)=H(x, y),
$$

for all $x, y \in \Omega, \gamma \in \Gamma$.
Proof. Fix $x \in \Omega, \gamma \in \Gamma$. The map $y \mapsto H\left(x, \gamma^{-1} y\right)$ is harmonic and, since $\gamma y \in \partial \Omega$ for every $y \in \partial \Omega$, it satisfies

$$
H\left(x, \gamma^{-1} y\right)=\frac{1}{\left|x-\gamma^{-1} y\right|^{N-2}}=\frac{1}{|\gamma x-y|^{N-2}} \quad \forall y \in \partial \Omega .
$$

Therefore,

$$
H(\gamma x, y)=H\left(x, \gamma^{-1} y\right) \quad \forall x, y \in \Omega, \gamma \in \Gamma
$$

This proves our claim.
Let $\Gamma$ be a group of the form $\Gamma:=\Gamma_{1} \times \Gamma_{2}$, where $\Gamma_{1}$ is a closed subgroup of $O(n)$ and $\Gamma_{2}$ is a closed subgroup of $O(m), n+m=N$, acting on $\mathbb{R}^{N}=\mathbb{R}^{n} \times \mathbb{R}^{m}$ by

$$
\left(\gamma_{1}, \gamma_{2}\right)(y, z):=\left(\gamma_{1} y, \gamma_{2} z\right) \quad \forall \gamma_{1} \in \Gamma_{1}, \gamma_{2} \in \Gamma_{2}, y \in \mathbb{R}^{n}, z \in \mathbb{R}^{m}
$$

From now on, we assume that these groups have the following properties:
(I) $\Gamma_{1}$ is a finite group which acts freely on $\mathbb{R}^{n} \backslash\{0\}$, that is, $\gamma y \neq y$ for every $\gamma \in \Gamma_{1}, y \in \mathbb{R}^{n}$.
(II) $\Gamma_{2}$ acts without fixed points on $\mathbb{R}^{m} \backslash\{0\}$, that is, for every $z \in \mathbb{R}^{m} \backslash\{0\}$ there exists $\gamma \in \Gamma_{2}$ such that $\gamma z \neq z$.

To simplify notation we write $\Gamma_{1}$ for the subgroup $\Gamma_{1} \times\{1\}$ of $\Gamma$ and $\Gamma_{2}$ for the subgroup $\{1\} \times \Gamma_{2}$ of $\Gamma$. Property (II) implies that the fixed point space of the $\Gamma_{2}$-action on $\mathbb{R}^{N}$ is

$$
\begin{equation*}
\left\{x \in \mathbb{R}^{N}: \gamma x=x \forall \gamma \in \Gamma_{2}\right\}=\mathbb{R}^{n} \times\{0\}, \tag{29}
\end{equation*}
$$

thus

$$
\Gamma y=\Gamma_{1} y \quad \forall y \in \mathbb{R}^{n} \times\{0\}
$$

and, since $\Gamma_{1}$ acts freely on $\mathbb{R}^{n} \backslash\{0\}$, its cardinality $\# \Gamma y$ is the order $\left|\Gamma_{1}\right|$ of the group $\Gamma_{1}$.
For $\zeta \in(\Omega \backslash\{0\}) \cap\left(\mathbb{R}^{n} \times\{0\}\right)$ we define

$$
\alpha(\zeta):=H(\zeta, \zeta)-\sum_{\gamma \in \Gamma_{1} \backslash\{1\}} G(\zeta, \gamma \zeta)
$$

Set

$$
\Omega_{1}:=\left\{\zeta \in(\Omega \backslash\{0\}) \cap\left(\mathbb{R}^{n} \times\{0\}\right): \alpha(\zeta) \neq 0\right\}
$$

and let $\varphi: \Omega_{1} \rightarrow \mathbb{R}$ be defined by

$$
\varphi(\zeta):=H(0,0)-\frac{\left|\Gamma_{1}\right| G^{2}(0, \zeta)}{\alpha(\zeta)}
$$

By Lemma 11, both $\alpha$ and $\varphi$ are $\Gamma_{1}$-invariant, that is,

$$
\begin{array}{ll}
\alpha(\gamma \zeta)=\alpha(\zeta) & \text { for all } \gamma \in \Gamma_{1}, \zeta \in(\Omega \backslash\{0\}) \cap\left(\mathbb{R}^{n} \times\{0\}\right) \\
\varphi(\gamma \zeta)=\varphi(\zeta) & \text { for all } \gamma \in \Gamma_{1}, \zeta \in \Omega_{1} \tag{30}
\end{array}
$$

The following holds.
Theorem 12. Assume that $\Omega$ is $\Gamma$-invariant and $\omega$ is $\Gamma_{2}$-invariant, and let $\zeta^{*} \in \Omega_{1}$ be a $C^{1}$ stable critical point of $\varphi$.
(i) If $\alpha\left(\zeta^{*}\right)>0$ and $\varphi\left(\zeta^{*}\right)>0$, then there exists $\varepsilon_{0}>0$ such that, for each $\varepsilon \in\left(0, \varepsilon_{0}\right)$, there is a positive $\Gamma_{2}$-invariant solution $u_{\varepsilon}$ to problem (1) which satisfies

$$
\left|\nabla u_{\varepsilon}\right|^{2} d x \rightharpoonup A_{N}\left(\delta_{0}+\sum_{\gamma \in \Gamma_{1}} \delta_{\gamma \zeta^{*}}\right) \quad \text { in the sense of measures, as } \varepsilon \rightarrow 0
$$

(ii) If $\alpha\left(\zeta^{*}\right)<0$, then there exists $\varepsilon_{0}>0$ such that, for each $\varepsilon \in\left(0, \varepsilon_{0}\right)$, there is a sign changing $\Gamma_{2}$-invariant solution $u_{\varepsilon}$ to problem (1) which satisfies

$$
\left|\nabla u_{\varepsilon}\right|^{2} d x \rightharpoonup A_{N}\left(\delta_{0}-\sum_{\gamma \in \Gamma_{1}} \delta_{\gamma \zeta^{*}}\right) \quad \text { in the sense of measures, as } \varepsilon \rightarrow 0 \text {. }
$$

Proof. We look for a $\Gamma_{2}$-invariant solution to problem (1) of the form

$$
\begin{equation*}
u=V+\phi, \quad V:=P_{\varepsilon} U_{\mu, \xi}+\sum_{\gamma \in \Gamma_{1}} \nu P_{\varepsilon} U_{\lambda, \gamma \zeta} \tag{31}
\end{equation*}
$$

with $v \in\{1,-1\}$, and $\mu, \lambda \in(0, \infty), \xi, \zeta \in \Omega \cap\left(\mathbb{R}^{n} \times\{0\}\right)$, such that conditions (7)-(9) hold with $\lambda_{j}=\lambda$ and $\zeta_{j}=\gamma_{j} \zeta$, that is,

$$
\begin{gather*}
\mu:=d \sqrt{\varepsilon}, \quad \lambda:=\Lambda \sqrt{\varepsilon}, \quad \eta<d, \Lambda<\eta^{-1}  \tag{32}\\
\xi:=\mu \tau, \quad \tau \in \mathbb{R}^{N},|\tau|<\eta,  \tag{33}\\
|\zeta|>2 \eta, \quad \operatorname{dist}(\zeta, \partial \Omega)>2 \eta, \quad|\zeta-\gamma \zeta|>2 \eta \quad \forall \gamma \in \Gamma_{1}, \gamma \neq 1, \tag{34}
\end{gather*}
$$

for some $\eta>0$. In this case, by Lemma 11, the function $\Psi$ defined in (28) reduces to

$$
\begin{aligned}
\Psi(d, \Lambda, \tau, \zeta):= & F(\tau) \frac{1}{d^{N-2}}+a_{2} H(0,0) d^{N-2} \\
& +a_{2}\left[k H(\zeta, \zeta)-k \sum_{\gamma \in \Gamma_{1} \backslash\{1\}} G(\zeta, \gamma \zeta)\right] \Lambda^{N-2} \\
& -2 a_{2} v k G(0, \zeta) \Lambda^{\frac{N-2}{2}} d^{\frac{N-2}{2}}
\end{aligned}
$$

where $k:=\left|\Gamma_{1}\right|$ and, abusing notation, we have set $\Lambda:=(\Lambda, \ldots, \Lambda)$ and $\zeta:=\left(\zeta, \gamma_{2} \zeta, \ldots, \gamma_{k} \zeta\right)$ for some chosen ordering of the elements of $\Gamma_{1}=\left\{\gamma_{1}:=1, \gamma_{2}, \ldots, \gamma_{k}\right\}$. We will now show that, for some $\eta>0$, the restriction of $\Psi$ to the set

$$
\mathcal{S}_{\eta}:=\left\{(d, \bar{\Lambda}, \tau, \bar{\zeta}) \in(0, \infty)^{k+1} \times\left(\mathbb{R}^{n} \times\{0\}\right) \times\left(\Omega \cap\left(\mathbb{R}^{n} \times\{0\}\right)\right)^{k}:(32)-(34) \text { hold }\right\}
$$

has a critical point which is stable with respect to $C^{1}$-perturbation. The claim will then follow from Propositions 10, 9, and Lemma 13 below.

It is easy to check that, if

$$
\begin{equation*}
\frac{\nu G(0, \zeta)}{\alpha(\zeta)}>0 \quad \text { and } \quad \varphi(\zeta):=H(0,0)-\frac{k G^{2}(0, \zeta)}{\alpha(\zeta)}>0 \tag{35}
\end{equation*}
$$

there exist unique $d(\zeta), \Lambda(\zeta)>0, \tau(\zeta) \in \mathbb{R}^{n}$, such that

$$
\begin{equation*}
\nabla_{(d, \bar{\Lambda}, \tau)} \Psi(d(\zeta), \Lambda(\zeta), \tau(\zeta), \zeta)=0 \tag{36}
\end{equation*}
$$

In fact, $\tau(\zeta)=0$,

$$
\begin{aligned}
& d(\zeta)=\left[\frac{F(0)}{a_{2}} \frac{\alpha(\zeta)}{H(0,0) \alpha(\zeta)-k G^{2}(0, \zeta)}\right]^{\frac{1}{2(N-2)}} \\
& \Lambda(\zeta)=\left[\frac{\nu G(0, \zeta)}{\alpha(\zeta)}\right]^{\frac{2}{N-2}} d(\zeta)
\end{aligned}
$$

If follows from (24) and (26) that conditions (35) hold if, either $v=1, \alpha(\zeta)>0$ and $\varphi(\zeta)>0$, or if $v=-1$ and $\alpha(\zeta)<0$. An easy computation shows that

$$
\Psi(d(\zeta), \Lambda(\zeta), \tau(\zeta), \zeta)=2\left(a_{2} F(0) k\right)^{1 / 2} \varphi(\zeta)^{1 / 2}
$$

Therefore, if $\zeta^{*}$ is a $C^{1}$-stable critical point of $\varphi$ satisfying (35) then, by (30), $\gamma \zeta^{*}$ is a $C^{1}$-stable critical point of $\varphi$ for all $\gamma \in \Gamma_{1}$ and, by (36), $\left(d\left(\zeta^{*}\right), \Lambda\left(\zeta^{*}\right), 0, \zeta^{*}\right)$ is a critical point of the restriction of $\Psi$ to the set $\mathcal{S}_{\eta}$ for some $\eta>0$. Moreover, since $D_{(d, \bar{\Lambda}, \tau)}^{2} \Psi(d(\zeta), \Lambda(\zeta), \tau(\zeta), \zeta)$ is invertible, the critical point $\left(d\left(\zeta^{*}\right), \Lambda\left(\zeta^{*}\right), 0, \zeta^{*}\right)$ is $C^{1}$-stable. This concludes the proof.

Lemma 13. If ( $d, \bar{\Lambda}, \tau, \bar{\zeta}$ ) is a critical point of the restriction

$$
\left.J_{\varepsilon}^{*}\right|_{(0, \infty)^{k+1} \times\left(\mathbb{R}^{n} \times\{0\}\right) \times\left(\Omega \cap\left(\mathbb{R}^{n} \times\{0\}\right)\right)^{k}}
$$

then $u=V_{\lambda, \zeta}+\phi$ is a $\Gamma_{2}$-invariant solution to problem (1).
Proof. It suffices to show that $J_{\varepsilon}^{*}$ is $\Gamma_{2}$-invariant with respect to the $\Gamma_{2}$-action on $(0, \infty)^{k+1} \times$ $\mathbb{R}^{N} \times \Omega^{k}$ given by $\gamma(d, \bar{\Lambda}, \tau, \bar{\zeta}):=(d, \bar{\Lambda}, \gamma \tau, \gamma \bar{\zeta})$, where $\gamma \bar{\zeta}:=\left(\gamma \zeta_{1}, \ldots, \gamma \zeta_{k}\right)$. Indeed, property (II) implies that the fixed point set of this action is $(0, \infty)^{k+1} \times\left(\mathbb{R}^{n} \times\{0\}\right) \times(\Omega \cap$ $\left.\left(\mathbb{R}^{n} \times\{0\}\right)\right)^{k}$. Therefore, by the principle of symmetric criticality [19,25], we conclude that, if $(d, \bar{\Lambda}, \tau, \bar{\zeta})$ is a critical point of the restriction

$$
\left.J_{\varepsilon}^{*}\right|_{(0, \infty)^{k+1} \times\left(\mathbb{R}^{n} \times\{0\}\right) \times\left(\Omega \cap\left(\mathbb{R}^{n} \times\{0\}\right)\right)^{k},},
$$

then it is a critical point of $J_{\varepsilon}^{*}$. The claim now follows from Lemma 8.
To prove that $J_{\varepsilon}^{*}$ is $\Gamma_{2}$-invariant first observe that, since $\Omega$ and $\omega$ are $\Gamma_{2}$-invariant, the domain $\Omega \backslash \varepsilon \omega$ is $\Gamma_{2}$-invariant for every $\varepsilon>0$, and one has an action of $\Gamma_{2}$ on $H_{0}^{1}(\Omega \backslash \varepsilon \omega)$ given by $(\gamma u)(x):=u\left(\gamma^{-1} x\right)$. This action preserves the Sobolev and the $L^{p+1}$ norms, i.e.

$$
\int_{\Omega \backslash \varepsilon \omega} \nabla(\gamma u) \nabla(\gamma v)=\int_{\Omega \backslash \varepsilon \omega} \nabla u \nabla v \text { and } \int_{\Omega \backslash \varepsilon \omega}|\gamma u|^{p+1}=\int_{\Omega \backslash \varepsilon \omega}|u|^{p+1}
$$

for all $\gamma \in \Gamma_{2}, u, v \in H_{0}^{1}(\Omega \backslash \varepsilon \omega)$. Therefore, the functional $J_{\varepsilon}$ defined in (20) is $\Gamma_{2}$-invariant with respect to this action, i.e.

$$
\begin{equation*}
J_{\varepsilon}(\gamma u)=J_{\varepsilon}(u) \quad \text { for all } \gamma \in \Gamma_{2}, u \in H_{0}^{1}(\Omega \backslash \varepsilon \omega) . \tag{37}
\end{equation*}
$$

Secondly, we claim that for any $\gamma \in \Gamma_{2}$

$$
\begin{equation*}
(\phi, \psi) \text { solves }\left(\wp_{\lambda, \zeta}\right) \Leftrightarrow(\gamma \phi, \gamma \psi) \text { solves }\left(\wp_{\lambda, \gamma \zeta}\right) \tag{38}
\end{equation*}
$$

where problems $\left(\wp_{\lambda, \zeta}\right)$ and $\left(\wp_{\lambda, \gamma \zeta}\right)$ are defined in (11), and $\gamma \zeta:=\left(\gamma \xi, \gamma \zeta_{1}, \ldots, \gamma \zeta_{k}\right)$. Indeed, first notice that

$$
\begin{equation*}
U_{\lambda_{j}, \gamma \zeta_{j}}(x)=U_{\lambda_{j}, \zeta_{j}}\left(\gamma^{-1} x\right)=: \gamma U_{\lambda_{j}, \zeta_{j}}(x) \quad \text { for all } \gamma \in \Gamma_{2}, \tag{39}
\end{equation*}
$$

$j=0, \ldots, k, \zeta_{0}:=\xi$. Since

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} \nabla(\gamma \theta) \nabla(\gamma v) & =\int_{\mathbb{R}^{N}} \nabla(\theta) \nabla(v)=p \int_{\mathbb{R}^{N}} U_{\lambda_{j}, \zeta_{j}}^{p-1} \theta v \\
& =p \int_{\mathbb{R}^{N}}\left(\gamma U_{\lambda_{j}, \zeta_{j}}\right)^{p-1}(\gamma \theta)(\gamma v) \quad \text { for all } v \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{N}\right),
\end{aligned}
$$

we have that $\theta \in \widehat{\mathcal{K}}_{\lambda_{j}, \zeta_{j}}$ iff $\gamma \theta \in \widehat{\mathcal{K}}_{\lambda_{j}, \gamma \zeta_{j}}$. Similar arguments show that $\psi \in \mathcal{K}_{\lambda, \zeta}$ iff $\gamma \psi \in \mathcal{K}_{\lambda, \gamma \zeta}$, that $\phi \in \mathcal{K}_{\lambda, \zeta}^{\perp}$ iff $\gamma \phi \in \mathcal{K}_{\lambda, \gamma \zeta}^{\perp}$, and that

$$
L_{\lambda, \zeta}(\phi)=N_{\lambda, \zeta}(\phi)+R_{\lambda, \zeta}+\psi
$$

holds iff

$$
L_{\lambda, \gamma \zeta}(\gamma \phi)=N_{\lambda, \gamma \zeta}(\gamma \phi)+R_{\lambda, \gamma \zeta}+\gamma \psi
$$

holds. Therefore (38) follows.
This allows us to conclude $J_{\varepsilon}^{*}$ is $\Gamma_{2}$-invariant. Indeed, since the solution $(\phi, \psi)$ to problem ( $\wp_{\lambda, \zeta}$ ) in (11) is unique, (38) guarantees that ( $\gamma \phi, \gamma \psi$ ) is the unique solution to problem ( $\wp \lambda, \gamma \zeta$ ). It follows from (37) and (39) that

$$
\begin{aligned}
J_{\varepsilon}^{*}(d, \bar{\Lambda}, \gamma \tau, \gamma \bar{\zeta}) & =J_{\varepsilon}\left(V_{\lambda, \gamma \zeta}+\gamma \phi\right)=J_{\varepsilon}\left(\gamma\left(V_{\lambda, \zeta}+\phi\right)\right) \\
& =J_{\varepsilon}\left(V_{\lambda, \zeta}+\phi\right)=J_{\varepsilon}^{*}(d, \bar{\Lambda}, \tau, \bar{\zeta}) \quad \text { for all } \gamma \in \Gamma_{2}
\end{aligned}
$$

as claimed.
To prove Theorem 2 we need the following topological lemma.
Lemma 14. Let $D$ be a connected bounded smooth domain in $\mathbb{R}^{n}, n \geqslant 2$, with nonconnected boundary. Then there exists a point $x_{0} \in \mathbb{R}^{n} \backslash \bar{D}$ with the following property: for every $v \in \mathbb{R}^{n}$, $v \neq 0$, there exist $t_{2}>t_{1}>0$ such that $x_{0}+t_{1} v$ and $x_{0}+t_{2} v$ are in different components of $\partial D$, and $x_{0}+t v \in D$ for every $t \in\left(t_{1}, t_{2}\right)$.

Proof. Let $K_{1}, \ldots, K_{k}$ be the connected components of $\partial D, k \geqslant 2$. Then $K_{j}$ is an $(n-1)$ dimensional compact connected submanifold of $\mathbb{R}^{n}$. By Alexander's and Poincaré's duality theorems [23, Chapter 6, Section 2, Theorems 16 and 18],

$$
\widetilde{H}_{0}\left(\mathbb{R}^{n} \backslash K_{j} ; \mathbb{Z}\right) \cong H^{n-1}\left(K_{j} ; \mathbb{Z}\right) \cong H_{0}\left(K_{j} ; \mathbb{Z}\right) \cong \mathbb{Z}
$$

where $H_{*}(\cdot ; \mathbb{Z})$ and $H^{*}(\cdot ; \mathbb{Z})$ denote singular homology and cohomology with integer coefficients. Hence, $\mathbb{R}^{n} \backslash K_{j}$ has precisely two connected components $D_{j}$ and $U_{j}$, with $D_{j}$ bounded and $U_{j}$ unbounded. Note that, if $D_{j} \cap D_{s} \neq \emptyset$ and $j \neq s$ then, either $\overline{D_{j}} \subset D_{s}$, or $\overline{D_{s}} \subset D_{j}$. Now, since $D$ is bounded, it must be contained in one of the $D_{j}$ 's and, since $D$ is connected, such $D_{j}$ is unique. So, after reordering, we conclude that

$$
\begin{aligned}
D & =D_{1} \backslash\left(\overline{D_{2}} \cup \cdots \cup \overline{D_{k}}\right), \\
\overline{D_{j}} & \subset D_{1} \quad \text { for all } j=2, \ldots, k, \\
\overline{D_{j}} \cap \overline{D_{s}} & =\emptyset \quad \text { for all } j, s=2, \ldots, k, j \neq s .
\end{aligned}
$$

Let $x_{0} \in D_{2}$ and let $v \in \mathbb{R}^{n}, v \neq 0$. Define

$$
t_{1}:=\max \left\{t>0: x_{0}+t v \in \overline{D_{2}}\right\} \quad \text { and } \quad t_{2}:=\min \left\{t>t_{1}: x_{0}+t v \in \partial D\right\} .
$$

It is easy to check that they have the desired properties.
Proof of Theorem 2. Let $\Gamma_{1}:=\{1\}$, and $\Gamma_{2}:=\{1,-1\}$ acting by multiplication on $\mathbb{R}^{N-n}$. We will prove that the function $\varphi:(\Omega \backslash\{0\}) \cap\left(\mathbb{R}^{n} \times\{0\}\right) \rightarrow \mathbb{R}$ defined by

$$
\varphi(\zeta):=H(0,0)-\frac{G^{2}(0, \zeta)}{H(\zeta, \zeta)}
$$

has a critical point of mountain pass type $\zeta^{*} \in C$, which is stable with respect to $C^{1}$-perturbations, such that $\varphi\left(\zeta^{*}\right)>0$ if 0 is close enough to $\partial \Omega$. Note that, in this case, $\alpha(\zeta):=H(\zeta, \zeta)>0$ for all $\zeta$. The claim then follows from Theorem 12.

First note that, since $\Omega$ is $\Gamma$-invariant and $\mathbb{R}^{n} \times\{0\}$ is the fixed point set of the $\Gamma$-action on $\mathbb{R}^{N}$, the normal to $\partial \Omega$ at each point $x \in \partial \Omega \cap\left(\mathbb{R}^{n} \times\{0\}\right)$ lies in $\mathbb{R}^{n} \times\{0\}$. Hence, $\Omega \cap\left(\mathbb{R}^{n} \times\right.$ $\{0\})$ is a bounded smooth domain in $\mathbb{R}^{n} \times\{0\}$. Consider the function $f:(\bar{\Omega} \backslash\{0\}) \cap\left(\mathbb{R}^{n} \times\{0\}\right) \rightarrow$ $\mathbb{R}$ defined by

$$
f(\zeta):= \begin{cases}\frac{G^{2}(0, \zeta)}{H(\zeta, \zeta)} & \text { if } \zeta \in(\Omega \backslash\{0\}) \cap\left(\mathbb{R}^{n} \times\{0\}\right) \\ 0 & \text { if } \zeta \in \partial \Omega \cap\left(\mathbb{R}^{n} \times\{0\}\right)\end{cases}
$$

Note that $f(\zeta) \rightarrow 0$ as $\operatorname{dist}(\zeta, \partial \Omega) \rightarrow 0$. Let $C_{0}$ be the connected component of $\Omega \cap\left(\mathbb{R}^{n} \times\{0\}\right)$ containing 0 . We consider two cases.

Case 1: $\boldsymbol{C} \neq \boldsymbol{C}_{\mathbf{0}}$. Fix two points $\xi_{1}, \xi_{2} \in \partial \boldsymbol{C}$ in different connected components of $\partial \boldsymbol{C}$, and consider the set

$$
\Theta:=\left\{\sigma \in C^{0}([0,1], \bar{C}): \sigma(0)=\xi_{1}, \sigma(1)=\xi_{2}\right\} .
$$

It is not difficult to check that there exists $\zeta^{*} \in C$ such that

$$
f\left(\zeta^{*}\right)=\inf _{\sigma \in \Theta} \max _{t \in[0,1]} f(\sigma(t))
$$
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and $\zeta^{*}$ is a critical point of mountain pass type of the function $f$ which is stable with respect to $C^{1}$-perturbation (see [12]). Therefore, $\zeta^{*}$ is a $C^{1}$-stable critical point of the function $\varphi$.

Now, let us estimate $f\left(\zeta^{*}\right)$. Since $\Omega \cap\left(\mathbb{R}^{n} \times\{0\}\right)$ is a bounded smooth domain in $\mathbb{R}^{n} \times\{0\}$, we have that $\bar{C} \cap \overline{C_{0}}=\emptyset$. Hence,

$$
r_{C}:=\operatorname{dist}\left(C, C_{0}\right)>0
$$

By (24) and (26), there is a constant $a:=\frac{\kappa_{N}^{2}}{H_{\Omega}}>0$ such that, for any $\zeta \in C$,

$$
f(\zeta)=\frac{G^{2}(0, \zeta)}{H(\zeta, \zeta)} \leqslant a|\zeta|^{-2(N-2)} \leqslant a r_{C}^{-2(N-2)}
$$

In particular,

$$
f\left(\zeta^{*}\right) \leqslant a r_{C}^{-2(N-2)}
$$

Therefore, by (25), there exists $\rho_{0}>0$, depending only on $\Omega$, such that

$$
\varphi\left(\zeta^{*}\right) \geqslant H(0,0)-a r_{C}^{-2(N-2)}>0
$$

if $\operatorname{dist}(0, \partial \Omega)<\rho_{0}$.
Case 2: $\boldsymbol{C}=\boldsymbol{C}_{\mathbf{0}}$. Let $x_{0} \in\left(\mathbb{R}^{n} \times\{0\}\right) \backslash \overline{C_{0}}$ be as in Lemma 14, choose $v \in \mathbb{R}^{n} \times\{0\}, v \neq 0$, orthogonal to $x_{0}$, and let $t_{2}>t_{1}>0$ be such that $\xi_{1}:=x_{0}+t_{1} v$ and $\xi_{2}:=x_{0}+t_{2} v$ lie in different components of $\partial C_{0}$ and $x_{0}+t v \in C_{0}$ for every $t \in\left(t_{1}, t_{2}\right)$, see Fig. 3.

Consider the set

$$
\Theta:=\left\{\sigma \in C^{0}\left([0,1], \overline{C_{0}} \backslash\{0\}\right): \sigma(0)=\xi_{1}, \sigma(1)=\xi_{2}\right\} .
$$

As in the previous case, there exists $\zeta^{*} \in C$ such that

$$
f\left(\zeta^{*}\right)=\inf _{\sigma \in \Theta} \max _{t \in[0,1]} f(\sigma(t))
$$

$\zeta^{*}$ is a $C^{1}$-stable critical point of the function $f$ and, hence, also of $\varphi$.

To estimate $f\left(\zeta^{*}\right)$, set

$$
r_{0}:=\operatorname{dist}\left(x_{0}, C_{0}\right)>0,
$$

and consider the path $\tau \in \Theta$ given by $\tau(t):=(1-t) \xi_{1}+t \xi_{2}, t \in[0,1]$. From (24) and (26), since $x_{0}$ is orthogonal to $v$, we obtain that

$$
f(\tau(t))=\frac{G^{2}(0, \tau(t))}{H(\tau(t), \tau(t))} \leqslant a|\tau(t)|^{-2(N-2)} \leqslant a\left|x_{0}\right|^{-2(N-2)} \leqslant a r_{0}^{-2(N-2)}
$$

with $a:=\frac{\kappa_{N}^{2}}{H_{\Omega}}>0$ and, consequently,

$$
f\left(\zeta^{*}\right) \leqslant \max _{t \in[0,1]} f(\tau(t)) \leqslant a r_{0}^{-2(N-2)}
$$

So, by (25), there exists $\rho_{0}>0$, depending only on $\Omega$, such that

$$
\varphi\left(\zeta^{*}\right) \geqslant H(0,0)-a r_{0}^{-2(N-2)}>0
$$

if $\operatorname{dist}(0, \partial \Omega)<\rho_{0}$.
This concludes the proof.
Remark 15. Observe that Theorem 2 remains true if instead of (4) and (5) we assume that $\Omega$ and $\omega$ are $\Gamma_{2}$-invariant for some closed subgroup $\Gamma_{2}$ of $O(N-n)$ satisfying property (II) above.

Proof of Theorem 1. Since $\Omega$ is assumed to be connected, Theorem 1 follows from Theorem 2 taking $n=N$.

Proof of Theorem 3. Let $\Gamma_{1}:=\left\{e^{2 \pi i j / k} \in \mathbb{C}: j=0, \ldots, k-1\right\}$, acting on $\mathbb{R}^{2} \equiv \mathbb{C}$ by complex multiplication, and let $\Gamma_{2}:=\{1,-1\}$, acting by multiplication on $\mathbb{R}^{N-2}$. For every $\zeta \in \mathbb{C}$ with $|\zeta| \in\left(\frac{1}{2}, 1\right)$ using $(24)$ we obtain

$$
G(0, \zeta) \leqslant \kappa_{N} \frac{1}{|\zeta|} \leqslant 2 \kappa_{N}=: c_{1}
$$

and, for $j=1, \ldots, k-1$,

$$
G\left(\zeta, e^{2 \pi i j / k} \zeta\right) \leqslant \kappa_{N} \frac{1}{\left|\zeta-e^{2 \pi i j / k} \zeta\right|} \leqslant \frac{2 \kappa_{N}}{\left|1-e^{2 \pi i / k}\right|}=: c_{2}
$$

The Robin function $H$ depends on $r$ and $\rho$. Nevertheless it is not difficult to check that

$$
\lim _{r+\rho \rightarrow 1} H(0,0)\left[\min _{|\zeta| \in(r+\rho, 1)} H(\zeta, \zeta)-(k-1) c_{2}\right]=+\infty .
$$

Consequently, there exists $\rho_{0} \in\left(\frac{1}{2}, 1\right)$ such that, if $r+\rho \in\left(\rho_{0}, 1\right)$ then

$$
\begin{aligned}
\alpha(\zeta) & =H(\zeta, \zeta)-\sum_{j=1}^{k-1} G\left(\zeta, e^{2 \pi i j / k} \zeta\right) \\
& \geqslant \min _{|\zeta| \in(r+\rho, 1)} H(\zeta, \zeta)-(k-1) c_{2}>0 \quad \text { for all }|\zeta| \in(r+\rho, 1),
\end{aligned}
$$

and

$$
\begin{aligned}
\varphi(\zeta) & =H(0,0)-\frac{k G^{2}(0, \zeta)}{\alpha(\zeta)} \\
& \geqslant H(0,0)-\frac{k c_{1}^{2}}{\min _{|\zeta| \in(r+\rho, 1)} H(\zeta, \zeta)-(k-1) c_{2}} \\
& >0 \quad \text { for all }|\zeta| \in(r+\rho, 1)
\end{aligned}
$$

Let $C:=\left\{\zeta \in \Omega \cap\left(\mathbb{R}^{2} \times\{0\}\right):|\zeta| \in(r+\rho, 1)\right\}$. Arguing as in the proof of Theorem 2, we prove that the function

$$
f(\zeta):= \begin{cases}\frac{k G^{2}(0, \zeta)}{\alpha(\zeta)} & \text { if } \zeta \in C, \\ 0 & \text { if } \zeta \in \partial C\end{cases}
$$

has a critical point $\zeta^{*} \in C$ which is stable with respect to $C^{1}$-perturbation. Therefore, $\zeta^{*}$ is a $C^{1}$-stable critical point of $\varphi$ with $\alpha\left(\zeta^{*}\right)>0$ and $\varphi\left(\zeta^{*}\right)>0$. Since $\Omega$ is $O(2)$-invariant we may take $\zeta^{*}:=\rho_{*}(1,0, \ldots, 0)$. The result now follows from Theorem 12.

Theorems 4 and 5 are special cases of the following result.
Theorem 16. Assume that $\Omega$ is $\Gamma$-invariant and $\omega$ is $\Gamma_{2}$-invariant, and that $\left|\Gamma_{1}\right| \geqslant 2$. Then there exists $\varepsilon_{0}>0$ such that, for each $\varepsilon \in\left(0, \varepsilon_{0}\right)$, there exists a pair $\pm u_{\varepsilon}$ of $\Gamma_{2}$-invariant sign changing solutions to problem (1) satisfying

$$
\left|\nabla u_{\varepsilon}\right|^{2} d x \rightarrow A_{N}\left(\delta_{0}-\sum_{\gamma \in \Gamma_{1}} \delta_{\gamma \zeta^{*}}\right) \quad \text { in the sense of measures, as } \varepsilon \rightarrow 0
$$

for some $\zeta^{*} \in(\Omega \backslash\{0\}) \cap\left(\mathbb{R}^{n} \times\{0\}\right)$.
Proof. Since $\Gamma_{1}$ acts without fixed points on $\mathbb{S}^{n-1}:=\left\{x \in \mathbb{R}^{n}:|\zeta|=1\right\}$, one has that

$$
\min _{\zeta \in \mathbb{S}^{n-1}} \min _{\gamma \in \Gamma_{1} \backslash\{1\}}|\zeta-\gamma \zeta|=a_{0}>0 .
$$

Hence, for every $\gamma \in \Gamma_{1} \backslash\{1\}$ and every $\zeta \in(\Omega \backslash\{0\}) \cap\left(\mathbb{R}^{n} \times\{0\}\right)$, we obtain that

$$
G(\zeta, \gamma \zeta) \leqslant \frac{\kappa_{N}}{|\zeta-\gamma \zeta|^{N-2}} \leqslant \frac{\kappa_{N}}{a_{0}^{N-2}|\zeta|^{N-2}}
$$

and, therefore,

$$
\alpha(\zeta):=H(\zeta, \zeta)-\sum_{\gamma \in \Gamma_{1} \backslash\{1\}} G(\zeta, \gamma \zeta) \geqslant H(\zeta, \zeta)-\frac{\kappa_{N}}{a_{0}^{N-2}|\zeta|^{N-2}} .
$$

This, together with (25), implies that

$$
\lim _{|\zeta| \rightarrow 0} \alpha(\zeta)=-\infty \quad \text { and } \quad \lim _{\zeta \rightarrow \partial \Omega} \alpha(\zeta)=+\infty
$$

Let

$$
\mathcal{O}:=\left\{\zeta \in(\Omega \backslash\{0\}) \cap\left(\mathbb{R}^{n} \times\{0\}\right): \alpha(\zeta)<0\right\} .
$$

Then $\mathcal{O}$ is open in $\mathbb{R}^{n}$ and

$$
\inf _{\zeta \in \mathcal{O}} \varphi(\zeta)=\inf _{\zeta \in \mathcal{O}}\left[H(0,0)-\frac{\left|\Gamma_{1}\right| G^{2}(0, \zeta)}{\alpha(\zeta)}\right] \geqslant H(0,0) .
$$

Since

$$
\varphi(\zeta) \rightarrow+\infty \quad \text { as } \operatorname{dist}(\zeta, \partial \mathcal{O}) \rightarrow 0
$$

there exists $\zeta^{*} \in \mathcal{O}$ such that

$$
\varphi\left(\zeta^{*}\right)=\inf _{\zeta \in \mathcal{O}} \varphi(\zeta)
$$

$\zeta^{*}$ is a $C^{1}$-stable critical point of $\varphi$ with $\varphi\left(\zeta^{*}\right)<0$. The result now follows from Theorem 12.

Proof of Theorem 4. Apply Theorem 16 with $n=N, \Gamma_{1}=\{-1,1\}$ acting by multiplication on $\mathbb{R}^{N}$, and $\Gamma_{2}=\{1\}$.

Proof of Theorem 5. If $N$ is odd, apply Theorem 16 with $n=2, \Gamma_{1}:=\left\{e^{2 \pi i j / k} \in \mathbb{C}: j=\right.$ $0, \ldots, k-1\}$ acting on $\mathbb{R}^{2} \equiv \mathbb{C}$ by complex multiplication, and $\Gamma_{2}:=\{1,-1\}$ acting by multiplication on $\mathbb{R}^{N-2}$. If $N$ is even, apply Theorem 16 with $n=N, \Gamma_{1}:=\left\{e^{2 \pi i j / k} \in \mathbb{C}: j=\right.$ $0, \ldots, k-1\}$ acting on $\mathbb{R}^{N} \equiv \mathbb{C}^{N / 2}$ by complex multiplication, and $\Gamma_{2}:=\{1\}$.

## 4. The expansion of the energy

This section is devoted to prove Proposition 10.
First, we describe the asymptotic expansion of the projection of the standard bubble centered at a point which is inside the hole of our domain. The following result holds (see [17, Lemma 2.1]).

## Lemma 17. Problem

$$
\left\{\begin{array}{l}
-\Delta u=0 \quad \text { in } \mathbb{R}^{N} \backslash \omega,  \tag{40}\\
u=1 \quad \text { on } \partial \omega \\
u \in \mathcal{D}^{1,2}\left(\mathbb{R}^{N} \backslash \omega\right)
\end{array}\right.
$$

has a unique solution $\varphi_{\omega}$. Moreover,

$$
\frac{c_{1}}{|x|^{N-2}} \leqslant \varphi_{\omega}(x) \leqslant \frac{c_{2}}{|x|^{N-2}} \quad \forall x \in \mathbb{R}^{N} \backslash \omega
$$

for some positive constants $c_{1}, c_{2}$. Furthermore,

$$
\lim _{|x| \rightarrow+\infty}|x|^{N-2} \varphi_{\omega}(x)=c_{\omega}
$$

with

$$
c_{\omega}=\frac{1}{(N-2)\left|S^{N-1}\right|} \int_{\mathbb{R}^{N} \backslash \omega}\left|\nabla \varphi_{\omega}(x)\right|^{2} d x .
$$

Observe that, if $\omega=B(0,1)$ then $\varphi_{\omega}(x)=\frac{1}{|x|^{N-2}}$. The following expansion holds (see [17, Lemma 2.2]).

Lemma 18. Let

$$
R_{d, \tau}^{\varepsilon}(x):=P_{\varepsilon} U_{\mu, \xi}(x)-U_{\mu, \xi}(x)+\alpha_{N} \mu^{\frac{N-2}{2}} H(x, \xi)+\alpha_{N} \frac{1}{\mu^{\frac{N-2}{2}}\left(1+|\tau|^{2}\right)^{\frac{N-2}{2}}} \varphi_{\omega}\left(\frac{x}{\varepsilon}\right) .
$$

Then there exists a positive constant $c$ such that for any $x \in \Omega \backslash \varepsilon \omega$

$$
\begin{align*}
& \left|R_{d, \tau}^{\varepsilon}(x)\right| \leqslant c \varepsilon^{\frac{N-2}{4}}\left(\frac{\varepsilon^{\frac{N-1}{2}}}{|x|^{N-2}}+\varepsilon\right) \quad \text { if } N \geqslant 4  \tag{41}\\
& \left|R_{d, \tau}^{\varepsilon}(x)\right| \leqslant c \varepsilon^{\frac{1}{4}}\left(\frac{\varepsilon}{|x|}+\sqrt{\varepsilon}\right) \quad \text { if } N=3  \tag{42}\\
& \left|\partial_{d} R_{d, \tau}^{\varepsilon}(x)\right| \leqslant c \varepsilon^{\frac{N-2}{4}}\left(\frac{\varepsilon^{\frac{N-1}{2}}}{|x|^{N-2}}+\varepsilon\right) \quad \text { if } N \geqslant 4  \tag{43}\\
& \left|\partial_{d} R_{d, \tau}^{\varepsilon}(x)\right| \leqslant c \varepsilon^{\frac{1}{4}}\left(\frac{\varepsilon}{|x|}+\sqrt{\varepsilon}\right) \quad \text { if } N=3  \tag{44}\\
& \left|\partial_{\tau_{i}} R_{d, \tau}^{\varepsilon}(x)\right| \leqslant c \varepsilon^{\frac{N}{4}}\left(\frac{\varepsilon^{\frac{N-2}{2}}}{|x|^{N-2}}+\varepsilon^{\frac{N-3}{2}}\right) \quad \text { if } N \geqslant 3 \tag{45}
\end{align*}
$$

Proof. The function $R:=R_{d, \tau}^{\varepsilon}$ solves $-\Delta R=0$ in $\Omega \backslash \varepsilon \omega$ with

$$
\begin{aligned}
& R(x)=\alpha_{N}\left[-\frac{\mu^{\frac{N-2}{2}}}{\left(\mu^{2}+|x-\xi|^{2}\right)^{\frac{N-2}{2}}}+\frac{\mu^{\frac{N-2}{2}}}{|x-\xi|^{N-2}}+\frac{1}{\mu^{\frac{N-2}{2}}\left(1+|\tau|^{2}\right)^{\frac{N-2}{2}}} \varphi_{\omega}\left(\frac{x}{\varepsilon}\right)\right] \\
& \quad x \in \partial \Omega \\
& R(x)=\alpha_{N}\left[-\frac{\mu^{\frac{N-2}{2}}}{\left(\mu^{2}+|x-\xi|^{2}\right)^{\frac{N-2}{2}}}+\mu^{\frac{N-2}{2}} H(x, \xi)+\frac{1}{\mu^{\frac{N-2}{2}}\left(1+|\tau|^{2}\right)^{\frac{N-2}{2}}}\right], \quad x \in \partial \varepsilon \omega .
\end{aligned}
$$

Therefore (41) and (42) follow, because

$$
\varepsilon^{-\frac{N-2}{4}} R(x)=O\left(\varepsilon+\varepsilon^{\frac{N-2}{2}}\right), \quad x \in \partial \Omega \quad \text { and } \quad \varepsilon^{-\frac{N-2}{4}} R(x)=O\left(\varepsilon^{-\frac{N-3}{2}}\right), \quad x \in \partial \varepsilon \omega .
$$

The function $R_{d}(x)=\partial_{d} R_{d, \tau}^{\varepsilon}(x)$ solves $-\Delta R_{d}=0$ in $\Omega \backslash \varepsilon \omega$ with

$$
\begin{aligned}
R_{d}(x)= & \alpha_{N} \frac{N-2}{2} \mu^{\frac{N-4}{2}} \varepsilon^{\frac{1}{2}}\left[\frac{\mu^{2}-|x-\xi|^{2}}{\left(\mu^{2}+|x-\xi|^{2}\right)^{\frac{N}{2}}}-2 \mu \frac{(x-\xi, \tau)}{\left(\mu^{2}+|x-\xi|^{2}\right)^{\frac{N}{2}}}\right. \\
& \left.+\frac{1}{|x-\xi|^{N-2}}+2 \mu \frac{(x-\xi, \tau)}{|x-\xi|^{N}}-\frac{1}{\mu^{N-2}\left(1+|\tau|^{2}\right)^{\frac{N-2}{2}}} \varphi_{\omega}\left(\frac{x}{\varepsilon}\right)\right], \quad x \in \partial \Omega, \\
R_{d}(x)= & \alpha_{N} \frac{N-2}{2} \mu^{\frac{N-4}{2}} \varepsilon^{\frac{1}{2}}\left[\frac{\mu^{2}-|x-\xi|^{2}}{\left(\mu^{2}+|x-\xi|^{2}\right)^{\frac{N}{2}}}-2 \mu \frac{(x-\xi, \tau)}{\left(\mu^{2}+|x-\xi|^{2}\right)^{\frac{N}{2}}}\right. \\
& \left.+H(x, \xi)+\frac{2 \mu}{N-2}\left(\nabla_{y} H(x, \xi), \tau\right)-\frac{1}{\mu^{N-2}\left(1+|\tau|^{2}\right)^{\frac{N-2}{2}}}\right], \quad x \in \partial \varepsilon \omega .
\end{aligned}
$$

Therefore (43) and (44) follow, because

$$
\varepsilon^{-\frac{N-2}{4}} R_{d}(x)=O\left(\varepsilon+\varepsilon^{\frac{N-2}{2}}\right), \quad x \in \partial \Omega \quad \text { and } \quad \varepsilon^{-\frac{N-2}{4}} R_{d}(x)=O\left(\varepsilon^{-\frac{N-3}{2}}\right), \quad x \in \partial \varepsilon \omega
$$

The function $R_{i}(x)=\partial_{\tau_{i}} R_{d, \tau}^{\varepsilon}(x)$ solves $-\Delta R_{i}=0$ in $\Omega \backslash \varepsilon \omega$ with

$$
R_{i}(x)=\alpha_{N}(N-2) \mu^{\frac{N}{2}}\left[\frac{(x-\xi)_{i}}{\left(\mu^{2}+|x-\xi|^{2}\right)^{\frac{N}{2}}}-\frac{(x-\xi)_{i}}{|x-\xi|^{\frac{N}{2}}}-\frac{1}{\mu^{N-1}} \frac{\tau_{i}}{\left(1+|\tau|^{2}\right)^{\frac{N}{2}}} \varphi_{\omega}\left(\frac{x}{\varepsilon}\right)\right]
$$ $x \in \partial \Omega$,

$$
R_{i}(x)=\alpha_{N}(N-2) \mu^{\frac{N}{2}}\left[\frac{(x-\xi)_{i}}{\left(\mu^{2}+|x-\xi|^{2}\right)^{\frac{N}{2}}}+\frac{\partial_{y_{i}} H(x, \xi)}{N-2}-\frac{1}{\mu^{N-1}} \frac{\tau_{i}}{\left(1+|\tau|^{2}\right)^{\frac{N}{2}}}\right]
$$

$$
x \in \partial \varepsilon \omega .
$$

Therefore (45) follows, because

$$
\varepsilon^{-\frac{N}{4}} R_{i}(x)=O\left(\varepsilon+\varepsilon^{\frac{N-3}{2}}\right), \quad x \in \partial \Omega \quad \text { and } \quad \varepsilon^{-\frac{N}{4}} R_{i}(x)=O\left(\varepsilon^{-\frac{N-2}{2}}\right), \quad x \in \partial \varepsilon \omega .
$$

This finishes the proof.

The asymptotic expansion of the projection of the standard bubble centered at a point inside the domain is, by now, a standard fact. We refer the reader to [22]. We state the result in the following.

Lemma 19. Let $\eta>0$ be fixed. If (8) and (9) hold, then the following facts hold true. Let

$$
r_{\Lambda, \zeta}^{\varepsilon}(x):=P_{\varepsilon} U_{\lambda, \zeta}(x)-U_{\lambda, \zeta}(x)+\alpha_{N} \lambda^{\frac{N-2}{2}} H(x, \zeta) .
$$

Then, for any $x \in \Omega \backslash \varepsilon \omega$,

$$
\begin{equation*}
0 \leqslant r_{\Lambda, \zeta}^{\varepsilon}(x) \leqslant c \lambda^{\frac{N+2}{2}}, \tag{46}
\end{equation*}
$$

for some positive and fixed constant c. Furthermore, for any $x \in \Omega \backslash \varepsilon \omega$

$$
\begin{equation*}
\left|\partial_{\Lambda} r_{\Lambda, \zeta}^{\varepsilon}(x)\right| \leqslant c \varepsilon^{\frac{N+2}{4}} \quad \text { if } N \geqslant 4, \quad\left|\partial_{\Lambda} r_{\Lambda, \zeta}^{\varepsilon}(x)\right| \leqslant c \varepsilon^{\frac{3}{4}} \quad \text { if } N=3 \tag{47}
\end{equation*}
$$

and for $i=1, \ldots, N$

$$
\begin{equation*}
\left|\partial_{\zeta_{i}} r_{\Lambda, \zeta}^{\varepsilon}(x)\right| \leqslant c \varepsilon^{\frac{N+2}{4}} \tag{48}
\end{equation*}
$$

for some positive and fixed constant $c$.
We have now all the elements needed to perform the expansion (27).
Proof of Proposition 10. For the sake of simplicity, we will prove estimate (27) when $k=1$. Let $\eta>0$ be fixed and assume (7)-(9) hold with $\lambda, \zeta$ instead of $\lambda_{1}, \zeta_{1}$. We will prove that

$$
\begin{align*}
J_{\varepsilon}( & \left.P_{\varepsilon} U_{\mu, \xi} \pm P_{\varepsilon} U_{\lambda, \zeta}\right) \\
= & 2 a_{1}-F(\tau)\left(\frac{\varepsilon}{\mu}\right)^{N-2}(1+o(1)) \\
& -a_{2}\left(H(0,0) \mu^{N-2}+H(\zeta, \zeta) \lambda^{N-2} \mp 2 G(0, \zeta) \lambda^{\frac{N-2}{2}} \mu^{\frac{N-2}{2}}\right)(1+o(1)), \tag{49}
\end{align*}
$$

uniformly in the $C^{1}$-sense for ( $\tau, \zeta, d, \Lambda$ ) satisfying (7)-(9). The constants that appear in (49) are given by

$$
\begin{align*}
& a_{1}:=\alpha_{N}^{p+1} \int_{\mathbb{R}^{N}} \frac{1}{\left(1+|y|^{2}\right)^{N}} d y,  \tag{50}\\
& a_{2}:=\frac{1}{2} \alpha_{N}^{p+1} \int_{\mathbb{R}^{N}} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}} d y, \tag{51}
\end{align*}
$$

We have that

$$
\begin{aligned}
& J_{\varepsilon}\left(P_{\varepsilon} U_{\mu, \xi} \pm P_{\varepsilon} U_{\lambda, \zeta}\right) \\
& \quad=\frac{1}{2} \int_{\Omega \backslash \varepsilon \omega}\left|\nabla\left(P_{\varepsilon} U_{\mu, \xi} \pm P_{\varepsilon} U_{\lambda, \zeta}\right)\right|^{2}-\frac{1}{p+1} \int_{\Omega \backslash \varepsilon \omega}\left|P_{\varepsilon} U_{\mu, \xi} \pm P_{\varepsilon} U_{\lambda, \zeta}\right|^{p+1} \\
& \quad=\frac{1}{2} \int_{\Omega \backslash \varepsilon \omega} P_{\varepsilon} U_{\mu, \xi} U_{\mu, \xi}^{p}+\frac{1}{2} \int_{\Omega \backslash \varepsilon \omega} P_{\varepsilon} U_{\lambda, \zeta} U_{\lambda, \zeta}^{p} \pm \int_{\Omega \backslash \varepsilon \omega} P_{\varepsilon} U_{\lambda, \zeta} U_{\mu, \xi}^{p}
\end{aligned}
$$

$$
\begin{align*}
& -\frac{1}{p+1} \int_{\Omega \backslash \varepsilon \omega}\left|P_{\varepsilon} U_{\mu, \xi} \pm P_{\varepsilon} U_{\lambda, \zeta}\right|^{p+1} \\
= & \frac{1}{N} \int_{\Omega \backslash \varepsilon \omega} U_{\mu, \xi}^{p+1}+\frac{1}{2} \int_{\Omega \backslash \varepsilon \omega}\left(P_{\varepsilon} U_{\mu, \xi}-U_{\mu, \xi}\right) U_{\mu, \xi}^{p} \\
& +\frac{1}{N} \int_{\Omega \backslash \varepsilon \omega} U_{\lambda, \zeta}^{p+1}+\frac{1}{2} \int_{\Omega \backslash \varepsilon \omega}\left(P_{\varepsilon} U_{\lambda, \zeta}-U_{\lambda, \zeta}\right) U_{\lambda, \zeta}^{p} \pm \int_{\Omega \backslash \varepsilon \omega} P_{\varepsilon} U_{\lambda, \zeta} U_{\mu, \xi}^{p} \\
& -\frac{1}{p+1} \int_{\Omega \backslash \varepsilon \omega}\left(\left|P_{\varepsilon} U_{\mu, \xi} \pm P_{\varepsilon} U_{\lambda, \zeta}\right|^{p+1}-U_{\mu, \xi}^{p+1}-U_{\lambda, \zeta}^{p+1}\right) . \tag{52}
\end{align*}
$$

Now, setting $x=\mu y$ we obtain

$$
\begin{align*}
\int_{\Omega \backslash \varepsilon \omega} U_{\mu, \xi}^{p+1} & =\alpha_{N}^{p+1} \int_{\Omega \backslash \varepsilon \omega} \frac{\mu^{N}}{\left(\mu^{2}+|x-\xi|^{2}\right)^{N}} d x \\
& =\alpha_{N}^{p+1} \int_{\frac{\Omega \backslash \varepsilon \omega}{\mu}} \frac{1}{\left(1+|y-\tau|^{2}\right)^{N}} d y \\
& =\alpha_{N}^{p+1} \int_{\mathbb{R}^{N}} \frac{1}{\left(1+|y|^{2}\right)^{N}} d y+O\left(\left(\frac{\varepsilon}{\mu}\right)^{N}+\mu^{N}\right) . \tag{53}
\end{align*}
$$

By Lemma 18 we have that

$$
\begin{align*}
\int_{\Omega \backslash \varepsilon \omega} & \left(P_{\varepsilon} U_{\mu, \xi}-U_{\mu, \xi}\right) U_{\mu, \xi}^{p} d x \\
= & -\alpha_{N}^{p+1} \int_{\Omega \backslash \varepsilon \omega}\left(\mu^{\frac{N-2}{2}} H(x, \xi)+\frac{1}{\mu^{\frac{N-2}{2}}\left(1+|\tau|^{2}\right)^{\frac{N-2}{2}}} \varphi_{\omega}\left(\frac{x}{\varepsilon}\right)\right) \frac{\mu^{\frac{N+2}{2}}}{\left(\mu^{2}+|x-\xi|^{2}\right)^{\frac{N+2}{2}}} d x \\
& +\int_{\Omega \backslash \varepsilon \omega} R_{d, \tau}^{\varepsilon} U_{\mu, \xi}^{p} d x . \tag{54}
\end{align*}
$$

Now, setting $x-\xi=\mu y$ we have

$$
\begin{aligned}
& \int_{\Omega \backslash \varepsilon \omega} \mu^{\frac{N-2}{2}} H(x, \xi) \frac{\mu^{\frac{N+2}{2}}}{\left(\mu^{2}+|x-\xi|^{2}\right)^{\frac{N+2}{2}}} d x \\
& \quad=\int_{\frac{\Omega \backslash \varepsilon \omega-\xi}{\mu}} \mu^{N-2} H(\mu y+\xi, \xi) \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}} d y
\end{aligned}
$$

$$
\begin{equation*}
=\mu^{N-2} H(0,0)\left(\int_{\mathbb{R}^{N}} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}} d y+o(1)\right) \tag{55}
\end{equation*}
$$

Moreover, we get

$$
\begin{align*}
& \frac{1}{\mu^{\frac{N-2}{2}}\left(1+|\tau|^{2}\right)^{\frac{N-2}{2}}} \int_{\Omega \backslash \varepsilon \omega} \varphi_{\omega}\left(\frac{x}{\varepsilon}\right) \frac{\mu^{\frac{N+2}{2}}}{\left(\mu^{2}+|x-\xi|^{2}\right)^{\frac{N+2}{2}}} d x \\
&=\frac{1}{\left(1+|\tau|^{2}\right)^{\frac{N-2}{2}}} \int_{\frac{\Omega \backslash \varepsilon \omega-\xi}{\mu}} \varphi_{\omega}\left(\frac{\mu}{\varepsilon}(y+\tau)\right) \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}} d y \\
&=\left(\frac{\varepsilon}{\mu}\right)^{N-2} \frac{1}{\left(1+|\tau|^{2}\right)^{\frac{N-2}{2}}} \int_{\frac{\Omega \backslash \varepsilon \omega-\xi}{\mu}} f_{\varepsilon}(y) \frac{1}{|y+\tau|^{N-2}} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}} d y \\
&=\left(\frac{\varepsilon}{\mu}\right)^{N-2}\left(c_{\omega} \frac{1}{\left(1+|\tau|^{2}\right)^{\frac{N-2}{2}}} \int_{\mathbb{R}^{N}} \frac{1}{|y+\tau|^{N-2}} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}} d y+o(1)\right) . \tag{56}
\end{align*}
$$

Here we have set $f_{\varepsilon}(y):=\left(\frac{\mu}{\varepsilon}\right)^{N-2}|y+\tau|^{N-2} \varphi_{\omega}\left(\frac{\mu}{\varepsilon}(y+\tau)\right)$ and applied Lebesgue's dominated convergence theorem and Lemma 17. Therefore

$$
\begin{align*}
& \int_{\Omega \backslash \varepsilon \omega}\left(P_{\varepsilon} U_{\mu, \xi}-U_{\mu, \xi}\right) U_{\mu, \xi}^{p} d x \\
& \quad=-\alpha_{N}^{p+1} c_{3} H(0,0) \mu^{N-2}(1+o(1))-F(\tau)\left(\frac{\varepsilon}{\mu}\right)^{N-2}(1+o(1)) \tag{57}
\end{align*}
$$

where

$$
c_{3}:=\int_{\mathbb{R}^{N}} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}} d y
$$

and

$$
F(\tau):=\alpha_{N}^{p+1} c_{\omega} \frac{1}{\left(1+|\tau|^{2}\right)^{\frac{N-2}{2}}} \int_{\mathbb{R}^{N}} \frac{1}{|y+\tau|^{N-2}} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}} d y .
$$

## A standard computation proves

$$
\begin{equation*}
\int_{\Omega \backslash \varepsilon \omega} U_{\lambda, \zeta}^{p+1}=\alpha_{N}^{p+1} \int_{\mathbb{R}^{N}} \frac{1}{\left(1+|y|^{2}\right)^{N}} d y+O\left(\lambda^{N}\right)=\alpha_{N}^{p+1} c_{1}+O\left(\lambda^{N}\right) \tag{58}
\end{equation*}
$$

and also

$$
\begin{align*}
& \int_{\Omega \backslash \varepsilon \omega}\left(P_{\varepsilon} U_{\lambda, \zeta}-U_{\lambda, \zeta}\right) U_{\lambda, \zeta}^{p} d x \\
& =-\alpha_{N}^{p+1} \int_{\Omega \backslash \varepsilon \omega} \lambda^{\frac{N-2}{2}} H(x, \zeta) \frac{\lambda^{\frac{N+2}{2}}}{\left(\lambda^{2}+|x-\zeta|^{2}\right)^{\frac{N+2}{2}}} d x+\int_{\Omega \backslash \varepsilon \omega} r_{\varepsilon, \lambda} U_{\lambda, \zeta}^{p} d x \\
& =-\alpha_{N}^{p+1} \lambda^{N-2} H(\zeta, \zeta)\left(\int_{\mathbb{R}^{N}} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}} d y+o(1)\right) \\
& =-\alpha_{N}^{p+1} c_{3} \lambda^{N-2} H(\zeta, \zeta)(1+o(1)) . \tag{59}
\end{align*}
$$

Now we have to estimate the interaction. Setting $\mu y=x-\xi$ we obtain

$$
\begin{align*}
\int_{\Omega \backslash \varepsilon \omega} & U_{\mu, \xi}^{p} P_{\varepsilon} U_{\lambda, \zeta} d x \\
= & \alpha_{N}^{p+1} \int_{\Omega \backslash \varepsilon \omega} \frac{\mu^{\frac{N+2}{2}}}{\left(\mu^{2}+|x-\xi|^{2}\right)^{\frac{N+2}{2}}} \\
& \times\left[\frac{\lambda^{\frac{N-2}{2}}}{\left(\lambda^{2}+|x-\zeta|^{2}\right)^{\frac{N-2}{2}}}-\lambda^{\frac{N-2}{2}} H(x, \zeta)+r_{\varepsilon, \lambda}(x)\right] d x \\
= & \alpha_{N}^{p+1} \lambda^{\frac{N-2}{2}} \mu^{\frac{N-2}{2}} \int_{\frac{|\Omega \backslash \varepsilon \omega|-\xi}{\mu}} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}} \\
& \times\left[\frac{1}{\left.\left(\lambda^{2}+|\mu y+\xi-\zeta|^{2}\right)^{\frac{N-2}{2}}-H(\mu y+\xi, \zeta)\right] d y}\right. \\
& +\alpha_{N}^{p+1} \mu^{\frac{N-2}{2}} \int_{\frac{1 \Omega \backslash \omega\rangle-\xi}{\mu}} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}} r_{\varepsilon, \mu}(\mu y+\xi) d y \\
= & \alpha_{N}^{p+1} \lambda^{\frac{N-2}{2}} \mu^{\frac{N-2}{2}} G(\zeta, \xi) \int_{\mathbb{R}^{N}} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}}+o\left(\lambda^{\frac{N-2}{2}} \mu^{\frac{N-2}{2}}\right) \\
= & \alpha_{N}^{p+1} c_{3} \lambda^{\frac{N-2}{2}} \mu^{\frac{N-2}{2}} G(\zeta, \xi)(1+o(1)) . \tag{60}
\end{align*}
$$

It remains to estimate the term

$$
\frac{1}{p+1} \int_{\Omega \backslash \varepsilon \omega}\left(\left|P_{\varepsilon} U_{\mu, \xi} \pm P_{\varepsilon} U_{\lambda, \zeta}\right|^{p+1}-U_{\mu, \xi}^{p+1}-U_{\lambda, \zeta}^{p+1}\right)
$$

Let $\eta>0$ be fixed such that $B(0, \eta) \cap B(\zeta, \eta)=\emptyset$. If $\varepsilon$ is small enough then $\varepsilon \omega \subset B(0, \eta)$ and we can write

$$
\begin{align*}
& \int_{\Omega \backslash \varepsilon \omega}\left(\left|P_{\varepsilon} U_{\mu, \xi} \pm P_{\varepsilon} U_{\lambda, \zeta}\right|^{p+1}-U_{\mu, \xi}^{p+1}-U_{\lambda, \zeta}^{p+1}\right) \\
& \quad=\int_{B(0, \eta) \backslash \varepsilon \omega} \cdots+\int_{B(\zeta, \eta)} \cdots+\int_{\Omega \backslash\{B(0, \eta) \cup B(\zeta, \eta)\}} \cdots \tag{61}
\end{align*}
$$

It is easy to check that

$$
\begin{align*}
\int_{\Omega \backslash\{B(0, \eta) \cup B(\zeta, \eta)\}} \ldots & =O\left(\int_{\Omega \backslash\{B(0, \eta) \cup B(\zeta, \eta)\}}\left(U_{\mu, \xi}^{p+1}+U_{\lambda, \zeta}^{p+1}\right)\right) \\
& =O\left(\mu^{N}+\lambda^{N}\right) . \tag{62}
\end{align*}
$$

Via a Taylor expansion we have, for some $t \in[0,1]$,

$$
\begin{align*}
& \int_{B(0, \eta) \backslash \varepsilon \omega}\left(\left|P_{\varepsilon} U_{\mu, \xi} \pm P_{\varepsilon} U_{\lambda, \zeta}\right|^{p+1}-U_{\mu, \xi}^{p+1}-U_{\lambda, \zeta}^{p+1}\right) d x \\
& =\int_{B(0, \eta) \backslash \varepsilon \omega}\left(\left|U_{\mu, \xi}+\left(P_{\varepsilon} U_{\mu, \xi}-U_{\mu, \xi} \pm P_{\varepsilon} U_{\lambda, \zeta}\right)\right|^{p+1}-U_{\mu, \xi}^{p+1}\right) d x-\int_{B(0, \eta) \backslash \varepsilon \omega} U_{\lambda, \zeta}^{p+1} d x \\
& =(p+1) \int_{B(0, \eta) \backslash \varepsilon \omega} U_{\mu, \xi}^{p}\left(P_{\varepsilon} U_{\mu, \xi}-U_{\mu, \xi} \pm P_{\varepsilon} U_{\lambda, \zeta}\right) d x \\
& \quad+\frac{p(p+1)}{2} \int_{B(0, \eta) \backslash \varepsilon \omega}\left|U_{\mu, \xi}+t\left(P_{\varepsilon} U_{\mu, \xi}-U_{\mu, \xi} \pm P_{\varepsilon} U_{\lambda, \zeta}\right)\right|^{p} \\
& \quad \times\left(P_{\varepsilon} U_{\mu, \xi}-U_{\mu, \xi} \pm P_{\varepsilon} U_{\lambda, \zeta}\right) d x-\int_{B(0, \eta) \backslash \varepsilon \omega} U_{\lambda, \zeta}^{p+1} d x . \tag{63}
\end{align*}
$$

Setting again $\mu y=x-\xi$, we have that

$$
\begin{aligned}
& \int_{B(0, \eta) \backslash \varepsilon \omega} U_{\mu, \xi}^{p} P_{\varepsilon} U_{\lambda, \zeta} d x \\
& =\alpha_{N}^{p+1} \int_{B(0, \eta) \backslash \varepsilon \omega} \frac{\mu^{\frac{N+2}{2}}}{\left(\mu^{2}+|x-\xi|^{2}\right)^{\frac{N+2}{2}}} \\
& \quad \times\left[\frac{\lambda^{\frac{N-2}{2}}}{\left(\lambda^{2}+|x-\zeta|^{2}\right)^{\frac{N-2}{2}}}-\lambda^{\frac{N-2}{2}} H(x, \zeta)+r_{\varepsilon, \lambda}(x)\right] d x \\
& =\alpha_{N}^{p+1} \lambda^{\frac{N-2}{2}} \mu^{\frac{N-2}{2}} \int_{\frac{\langle B(0, \eta) \backslash \varepsilon \omega\rangle-\xi}{\mu}} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}}
\end{aligned}
$$

$$
\begin{align*}
& \times\left[\frac{1}{\left(\lambda^{2}+|\mu y+\xi-\zeta|^{2}\right)^{\frac{N-2}{2}}}-H(\mu y+\xi, \zeta)\right] d y \\
& +\alpha_{N}^{p+1} \mu^{\frac{N-2}{2}} \int_{\frac{\langle B(0, \eta)| \varepsilon \omega \mid-\xi}{\mu}} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}} r_{\varepsilon, \mu}(\mu y+\xi) d y \\
= & \alpha_{N}^{p+1} \lambda^{\frac{N-2}{2}} \mu^{\frac{N-2}{2}} G(\zeta, \xi) \int_{\mathbb{R}^{N}} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}}+o\left(\lambda^{\frac{N-2}{2}} \mu^{\frac{N-2}{2}}\right) \\
= & \alpha_{N}^{p+1} c_{3} \lambda^{\frac{N-2}{2}} \mu^{\frac{N-2}{2}} G(\zeta, \xi)(1+o(1)) . \tag{64}
\end{align*}
$$

The term $\int_{B(0, \eta) \backslash \varepsilon \omega} U_{\mu, \xi}^{p}\left(P_{\varepsilon} U_{\mu, \xi}-U_{\mu, \xi}\right) d x$ was estimated in (57). The remaining terms are of lower order.

In a similar way, via a Taylor expansion we have, for some $t \in[0,1]$,

$$
\begin{align*}
& \int_{B(\zeta, \eta)}\left(\left|P_{\varepsilon} U_{\mu, \xi} \pm P_{\varepsilon} U_{\lambda, \zeta}\right|^{p+1}-U_{\mu, \xi}^{p+1}-U_{\lambda, \zeta}^{p+1}\right) d x \\
& =\int_{B(\zeta, \eta)}\left(\mid U_{\lambda, \zeta}+\left(P_{\varepsilon} U_{\lambda, \zeta}-U_{\lambda, \zeta} \pm\left. P_{\varepsilon} U_{\mu, \xi}\right|^{p+1}-U_{\lambda, \zeta}^{p+1}\right) d x-\int_{B(\zeta, \eta)} U_{\mu, \xi}^{p+1} d x\right. \\
& =(p+1) \int_{B(\zeta, \eta)} U_{\lambda, \zeta}^{p}\left(P_{\varepsilon} U_{\lambda, \zeta}-U_{\lambda, \zeta} \pm P_{\varepsilon} U_{\mu, \xi}\right) d x \\
& \left.\quad+\frac{p(p+1)}{2} \int_{B(\zeta, \eta)} \right\rvert\, U_{\lambda, \zeta}+t\left(P_{\varepsilon} U_{\lambda, \zeta}-U_{\lambda, \zeta} \pm\left. P_{\varepsilon} U_{\mu, \xi}\right|^{p}\right. \\
& \quad \times\left(P_{\varepsilon} U_{\lambda, \zeta}-U_{\lambda, \zeta} \pm P_{\varepsilon} U_{\mu, \xi}\right) d x-\int_{B(\zeta, \eta)} U_{\mu, \xi}^{p+1} d x . \tag{65}
\end{align*}
$$

Setting now $\lambda y=x-\zeta$, we have

$$
\begin{aligned}
& \int_{B(\zeta, \eta)} U_{\lambda, \zeta}^{p} P_{\varepsilon} U_{\mu, \xi} d x \\
& =\alpha_{N}^{p+1} \int_{B(\zeta, \eta)} \frac{\lambda^{\frac{N+2}{2}}}{\left(\lambda^{2}+|x-\zeta|^{2}\right)^{\frac{N+2}{2}}} \\
& \quad \times\left[\frac{\mu^{\frac{N-2}{2}}}{\left(\mu^{2}+|x-\xi|^{2}\right)^{\frac{N-2}{2}}}-\mu^{\frac{N-2}{2}} H(x, \xi)-\frac{1}{\mu^{\frac{N-2}{2}}} \varphi_{\omega}\left(\frac{x}{\varepsilon}\right)+R_{\varepsilon, \mu}(x)\right] d x \\
& = \\
& \alpha_{N}^{p+1} \lambda^{\frac{N-2}{2}} \mu^{\frac{N-2}{2}} \int_{B(0, \eta / \lambda)} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}}
\end{aligned}
$$

$$
\begin{align*}
& \times\left[\frac{1}{\left(\mu^{2}+|\lambda y+\zeta-\xi|^{2}\right)^{\frac{N-2}{2}}}-H(\lambda y+\zeta, \xi)\right] d y \\
& -\alpha_{N}^{p+1} \lambda^{\frac{N-2}{2}} \int_{B(0, \eta / \lambda)} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}}\left[\frac{1}{\mu^{\frac{N-2}{2}}} \varphi_{\omega}\left(\frac{\lambda y+\zeta}{\varepsilon}\right)+R_{\varepsilon, \mu}(\lambda y+\zeta)\right] d y \\
= & \alpha_{N}^{p+1} \lambda^{\frac{N-2}{2}} \mu^{\frac{N-2}{2}} G(\zeta, \xi) \int_{\mathbb{R}^{N}} \frac{1}{\left(1+|y|^{2}\right)^{\frac{N+2}{2}}}+o\left(\lambda^{\frac{N-2}{2}} \mu^{\frac{N-2}{2}}\right) \\
= & \alpha_{N}^{p+1} c_{3} \lambda^{\frac{N-2}{2}} \mu^{\frac{N-2}{2}} G(\zeta, \xi)(1+o(1)) . \tag{66}
\end{align*}
$$

The term $\int_{B(\zeta, \eta)} U_{\lambda, \zeta}^{p}\left(P_{\varepsilon} U_{\lambda, \zeta}-U_{\lambda, \zeta}\right) d x$ was estimated in (59).
Collecting all the previous estimates, we get that expansion (49) holds true uniformly for ( $d, \Lambda, \tau, \zeta$ ) satisfying (7)-(9).

Arguing in a similar way and using estimates (44), (47) and (48), we prove that the expansion holds true also uniformly in the $C^{1}$-sense. This proves our claim.

## 5. The associated nonlinear problem

This section is devoted to prove Proposition 7.
First, we estimate the $\left\|\|_{* *}\right.$-norm of $\hat{N}_{\lambda, \zeta}(\vartheta)$. It is convenient, and sufficient for our purposes, to assume $\|\vartheta\|_{*}<1$. In order to estimate $\left\|\hat{N}_{\lambda, \zeta}(\vartheta)\right\|_{* *}$ we need to distinguish two cases: $N \leqslant 6$ and $N>6$.

If $N \leqslant 6$, then $p \geqslant 2$ and we can estimate

$$
\left|w^{-\frac{4}{N-2}} \hat{N}_{\lambda, \zeta}(\vartheta)\right| \leqslant C w^{(p-2) \beta+2 \beta-\frac{4}{N-2}}\|\vartheta\|_{*}^{2},
$$

hence

$$
\left\|\hat{N}_{\lambda, \zeta}(\vartheta)\right\|_{* *} \leqslant C\|\vartheta\|_{*}^{2} .
$$

Assume now that $N>6$. If $|\vartheta| \geqslant \frac{1}{2}\left|\hat{V}_{\lambda, \zeta}\right|$, we see directly that $\left|\hat{N}_{\lambda, \zeta}(\vartheta)\right| \leqslant C|\vartheta|^{p}$ and hence

$$
\left|w^{-\frac{4}{N-2}} \hat{N}_{\lambda, \zeta}(\vartheta)\right| \leqslant C w^{p-2}\|\vartheta\|_{*}^{p} \leqslant C \varepsilon^{-\frac{N-6}{2}}\|\vartheta\|_{*}^{p} .
$$

Let us consider now the case $|\vartheta| \leqslant \frac{1}{2}\left|\hat{V}_{\lambda, \zeta}\right|$. In the region where $\operatorname{dist}\left(y, \partial \Omega_{\varepsilon}\right) \geqslant \delta \varepsilon^{-\frac{1}{2}}$ for some $\delta>0$, one has that $\hat{V}_{\lambda, \zeta}(y) \geqslant \alpha_{\delta} w(y)$ for some $\alpha_{\delta}>0$; hence in this region, we have

$$
\left|w^{-\frac{4}{N-2}} \hat{N}_{\lambda, \zeta}(\vartheta)\right| \leqslant C w^{2 \beta-1}\|\vartheta\|_{*}^{2} \leqslant C \varepsilon^{(2 \beta-1) \frac{N-2}{2}}\|\vartheta\|_{*}^{2} .
$$

On the other hand, when $\operatorname{dist}\left(y, \partial \Omega_{\varepsilon}\right) \leqslant \delta \varepsilon^{-\frac{1}{2}}$, the following facts occur: $w(y), \hat{V}_{\lambda, \zeta}(y)=$ $O\left(\varepsilon^{\frac{N-2}{2}}\right)$, and

$$
\hat{V}_{\lambda, \zeta}(y)=C \varepsilon^{\frac{N-1}{2}} \operatorname{dist}\left(y, \partial \Omega_{\varepsilon}\right)(1+o(1)) \quad \text { as } y \rightarrow \partial \Omega_{\varepsilon} .
$$

This second assertion is a consequence of the fact that the Green function of the domain $\Omega$ vanishes linearly with respect to $\operatorname{dist}(x, \partial \Omega)$ as $x \rightarrow \partial \Omega$. These two facts imply that, if $\operatorname{dist}\left(y, \partial \Omega_{\varepsilon}\right) \leqslant \delta \varepsilon^{-\frac{1}{2}}$, then

$$
\begin{aligned}
\left|w^{-\frac{4}{N-2}} \hat{N}_{\lambda, \zeta}(\vartheta)\right| & \leqslant w^{-\frac{4}{N-2}}\left|\hat{V}_{\lambda, \zeta}\right|^{p-2}|\vartheta|^{2} \\
& \leqslant C w^{-\frac{4}{N-2}}\left(\varepsilon^{\frac{N-1}{2}} \operatorname{dist}\left(y, \partial \Omega_{\varepsilon}\right)\right)^{p-2} \operatorname{dist}\left(y, \partial \Omega_{\varepsilon}\right) 2|D \vartheta(y)|^{2} \\
& \leqslant C w^{-\frac{4}{N-2}+2 \beta+\frac{2}{N-2}} \varepsilon^{\frac{N-1}{2}(p-2)-\frac{p}{2}}\|\vartheta\|_{*}^{2} \leqslant C \varepsilon^{-\frac{N-4}{2}}\|\vartheta\|_{*}^{2} .
\end{aligned}
$$

Combining these relations we get

$$
\left\|\hat{N}_{\lambda, \zeta}(\vartheta)\right\|_{* *} \leqslant \begin{cases}C\|\vartheta\|_{*}^{2} & \text { if } N \leqslant 6 \\ C\left(\varepsilon^{-\frac{N-4}{2}}\|\vartheta\|_{*}^{2}+\varepsilon^{p-2}\|\vartheta\|_{*}^{p}\right) & \text { if } N>6 .\end{cases}
$$

Next we estimate the term $\hat{R}_{\lambda, \zeta}$. In the region $\left|y-\frac{\zeta_{i}}{\sqrt{\varepsilon}}\right|>\frac{\delta}{\sqrt{\varepsilon}}$, for any $i=0,1, \ldots, k$ and some positive small $\delta$, direct computations show that $\left|\hat{R}_{\lambda, \zeta}\right| \leqslant C \varepsilon^{\frac{N+2}{2}}$. Assume now that $\left|y-\frac{\zeta_{i}}{\sqrt{\varepsilon}}\right| \leqslant \frac{\delta}{\sqrt{\varepsilon}}$ for some $i=0,1, \ldots, k$. Then, in this region, using either Lemma 18 or Lemma 19, we get

$$
\left|\hat{R}_{\lambda, \zeta}\right| \leqslant C \varepsilon^{\frac{N-2}{2}} U_{\frac{\lambda_{i}}{\sqrt{\varepsilon}}, \frac{\zeta_{i}}{\sqrt{\varepsilon}}}^{p-1} .
$$

Using the boundedness of $\frac{\lambda_{i}}{\sqrt{\varepsilon}}$, we conclude that

$$
\begin{equation*}
\left\|\hat{R}_{\lambda, \zeta}\right\|_{* *} \leqslant C \varepsilon^{\frac{N-2}{2}} \tag{67}
\end{equation*}
$$

Now, we are in position to prove that problem (14) has a unique solution $\hat{\phi}=\tilde{\phi}+\tilde{\psi}$, with $\tilde{\psi}:=T_{\lambda, \zeta}\left(\hat{R}_{\lambda, \zeta}\right)$ (see Proposition 6), having the required properties.

Problem (14) is equivalent to solving a fixed point problem. Indeed, $\hat{\phi}=\tilde{\phi}+\tilde{\psi}$ is a solution of (14) if and only if

$$
\tilde{\phi}=T_{\lambda, \zeta}\left(\hat{N}_{\lambda, \zeta}(\tilde{\phi}+\tilde{\psi})\right)=: A_{\lambda, \zeta}(\tilde{\phi})
$$

because $\tilde{\psi}=T_{\lambda, \zeta}(R)$. We shall prove that the operator $A_{\lambda, \zeta}$ defined above is a contraction inside a properly chosen region.

First observe that, from the definition of $\tilde{\psi}$, from (67) and from Proposition 6, we infer that

$$
\|\tilde{\psi}\|_{* *} \leqslant C\left(|\lambda \log \varepsilon|+\varepsilon^{\frac{N-2}{2}}\right)
$$

and for $\|\vartheta\|_{*} \leqslant 1$,

$$
\left\|\hat{N}_{\lambda, \zeta}(\tilde{\psi}+\vartheta)\right\|_{* *} \leqslant \begin{cases}C\left(\|\vartheta\|_{*}^{2}+\varepsilon^{N-2}\right) & \text { if } N \leqslant 6  \tag{68}\\ C\left(\varepsilon^{-\frac{N-4}{2}}\|\vartheta\|_{*}^{2}+\varepsilon^{p-2}\|\vartheta\|_{*}^{p}+\varepsilon^{\frac{N}{2}}\right) & \text { if } N>6 .\end{cases}
$$

Let us set

$$
\mathcal{F}_{\varepsilon}:=\left\{\vartheta \in H_{0}^{1}\left(\Omega_{\varepsilon}\right):\|\vartheta\|_{*} \leqslant \delta \varepsilon^{\frac{N-2}{2}}\right\} .
$$

From Proposition 6 and (68) we conclude that, for $\varepsilon$ sufficiently small and any $\vartheta \in \mathcal{F}_{\varepsilon}$ we have

$$
\left\|A_{\lambda, \zeta}(\vartheta)\right\|_{*} \leqslant \varepsilon^{\frac{N-2}{2}}
$$

Now we will show that the map $A_{\lambda, \zeta}$ is a contraction for any $\varepsilon$ small enough. That will imply that $A_{\lambda, \zeta}$ has a unique fixed point in $\mathcal{F}_{\varepsilon}$ and, hence, that problem (14) has a unique solution.

For any $\vartheta_{1}, \vartheta_{2}$ in $\mathcal{F}_{\varepsilon}$ we have

$$
\left\|A_{\lambda, \zeta}\left(\vartheta_{1}\right)-A_{\lambda, \zeta}\left(\vartheta_{2}\right)\right\|_{*} \leqslant C\left\|\hat{N}_{\lambda, \zeta}\left(\tilde{\psi}+\vartheta_{1}\right)-\hat{N}_{\lambda, \zeta}\left(\tilde{\psi}+\vartheta_{2}\right)\right\|_{* *}
$$

hence we just need to check that $\hat{N}_{\lambda, \zeta}$ is a contraction in its corresponding norms. By definition of $\hat{N}_{\lambda, 5}$

$$
D_{\vartheta} \hat{N}_{\lambda, \zeta}(\vartheta)=p\left[f^{\prime}\left(\hat{V}_{\lambda, \zeta}+\vartheta\right)-f^{\prime}\left(\hat{V}_{\lambda, \zeta}\right)\right] .
$$

Hence we get

$$
\left|\hat{N}_{\lambda, \zeta}\left(\tilde{\psi}+\vartheta_{1}\right)-\hat{N}_{\lambda, \zeta}\left(\tilde{\psi}+\vartheta_{2}\right)\right| \leqslant C \hat{V}_{\lambda, \zeta}^{p-2}|\bar{\vartheta}|\left|\vartheta_{1}-\vartheta_{2}\right|
$$

for some $\bar{\vartheta}$ in the segment joining $\tilde{\psi}+\vartheta_{1}$ and $\tilde{\psi}+\vartheta_{2}$. Hence, we get for small enough $\|\bar{\vartheta}\|_{*}$,

$$
\omega^{-\frac{4}{N-2}}\left|\hat{N}_{\lambda, \zeta}\left(\tilde{\psi}+\vartheta_{1}\right)-\hat{N}_{\lambda, \zeta}\left(\tilde{\psi}+\vartheta_{2}\right)\right| \leqslant C \varepsilon^{p-2+2 \beta}\|\bar{\vartheta}\|_{*}\left\|\vartheta_{1}-\vartheta_{2}\right\|_{*} .
$$

We conclude that there exists $c \in(0,1)$ such that

$$
\left\|\hat{N}_{\lambda, \zeta}\left(\tilde{\psi}+\vartheta_{1}\right)-\hat{N}_{\lambda, \zeta}\left(\tilde{\psi}+\vartheta_{2}\right)\right\|_{* *} \leqslant c\left\|\vartheta_{1}-\vartheta_{2}\right\|_{*}
$$

Arguing like in [11], we obtain the estimate (19). This concludes the proof.
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