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Abstract. The existence of positive solutions to certain systems of ordi-
nary differential equations is studied. Particular forms of these systems are
satisfied by radial solutions of associated partial differential equations.

1. Introduction

In this paper we will study existence of positive solutions to a system of
the form

(D)




−(rN−1φi(u′
i(r)))

′ = rN−1fi(ui+1(r)),
i = 1, . . . , n

u′
i(0) = 0 = ui(R),

where it is understood that un+1 = u1. Here, for i = 1, . . . , n, the functions
φi are odd increasing homeomorphisms from R onto R and the fi : R �→ R

are odd continuous functions such that sfi(s) > 0 for s �= 0. Also ′ = d
dr .

System (D) is particularly important when the homeomorphisms φi take
the form φi(s) = sai(|s|), s ∈ R since it is satisfied by the radial solutions of
the system

(P )



div(ai(|∇ui|)∇ui) + fi(ui+1(|x|)) = 0, x ∈ Ω,

i = 1, . . . , n
ui(|x|) = 0, x ∈ ∂Ω,

where Ω denotes the ball in R
N centered at zero and with radius R > 0.
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Furthermore, concerning the functions φi, fi, i = 1, . . . , n, we will assume
that they belong to the class of asymptotically homogeneous functions (AH
for short). We say that h : R �→ R is AH at +∞ of exponent δ > 0 if for any
σ > 0

lim
s→+∞

h(σs)
h(s)

= σδ.(1.1)

By replacing +∞ by 0 in (1.1) we obtain a similar equivalent definition
for a function h to be AH of exponent δ at zero. AH functions have been
recently used in [GMU] and [GMS] in connection with quasilinear problems.
They form an important class of non homogeneous functions which without
being necessarily asymptotic to any power have the suitable homogeneous
asymptotic behavior given by (1.1). In a very different context they have
been used in applied probability and statistics where they are known as
regularly varying functions, see for example [R], [S].
By a solution to (D) we understand a vector function u = (u1, . . . , un)

such that u ∈ C1([0, T ],Rn) and φi(u′
i) ∈ C1([0, T ],R), i = 1, . . . , n, which

satisfies (D).
In [CMM], the existence of solutions with positive components for a system

of the form (D) with n = 2 and with the functions φi and fi having the
particular form φi(s) = |s|pi−2s, φi(0) = 0, pi > 1, fi(s) = |s|δi−1s, fi(0) = 0,
δi > 0, i = 1, 2, was done. In [GMU], within the scope of the AH functions,
the case of a single equation was considered. In both situations the central
idea to obtain a-priori bounds was the blow-up method of Gidas and Spruck,
see [GS]. As a consequence of our results in this paper, those in [CMM] and
[GMU] are greatly generalized.
Next we develop some preliminaries in order to state our main theorem.

For i = 1, . . . , n, let δi, δ̄i be positive real numbers and pi, p̄i real numbers
greater than one, and assume that the functions φi, fi, i = 1, . . . , n satisfy

(H1) lim
s→+∞

φi(σs)
φi(s)

= σpi−1, lim
s→+∞

fi(σs)
fi(s)

= σδi ,

for all σ > 0,

(H2)
n∏
i=1

δi
(pi − 1) > 1.

To the exponents pi, δi, let us associate the system

(AS)

{
(pi − 1)Ei − δiEi+1 = −pi, i = 1, . . . , n,
En+1 = E1.

From (H2), it turns out that (AS) has a unique solution (E1, . . . , EN ), such
that Ei > 0 for each i = 1, . . . , n. An explicit form for these solutions is
given in the Appendix at the end of the paper.
Now we can establish our main existence theorem.

Theorem 1.1. For i = 1, . . . , n, let φi be odd increasing homeomorphisms
from R onto R and fi : R �→ R odd continuous functions with xfi(x) > 0 for
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x �= 0, which satisfy (H1), (H2), and

(H3) lim
s→0

φi(σs)
φi(s)

= σp̄i−1, lim
s→0

fi(σs)
fi(s)

= σδ̄i ,

for any σ > 0. Additionally, for i = 1, . . . , n, let us assume that

(H4)
n∏
i=1

δ̄i
(p̄i − 1) > 1,

(H5) pi < N, i = 1, . . . , n, max
i=1,... ,n

{Ei − θi} ≥ 0,

where θi = N−pi
pi−1 and the Ei

′s are the solutions to (AS). Then problem
(D) has a solution (u1, . . . , un) such that ui(r) > 0, r ∈ [0, R), for each
i = 1, . . . , n.

The plan of this paper is as follows. We begin section 2 by discussing
some properties of the AH functions that will be used throughout the paper.
Then we provide an abstract functional analysis setting for problem (D)
so that finding solutions to that problem is equivalent to solving a fixed
point problem. Section 3 is first devoted to the study of a-priori bounds for
positive solutions to problem (D) and then to prove our main theorem by
using Leray Schauder degree arguments. To show the a-priori bounds we
argue by contradiction and thus by using some suitable rescaling functions
we find that there must exist a vector solution v = (v1, . . . , vn) defined on
[0,+∞) (vector ground state) to a system of the form

(Dp)




−(rN−1|v′
i(r)|pi−2v′

i(r))
′

= Cir
N−1|vi+1(r)|δi−1vi+1(r), r ∈ [0,+∞),

i = 1, . . . , n,
v′
i(0) = 0, vi(r) ≥ 0, r ∈ [0,+∞),

where vn+1 = v1 and Ci are positive constants, i = 1, . . . , n.We observe here
the interesting fact that in this asymptotic system only properties of φi, fi
at +∞ appear. We reach then a contradiction, and hence the existence of
a-priori bounds, by using hypothesis (H5) which prevents the existence of
such a vector ground state.
In all of our previous argument the existence of suitable rescaling func-

tions is crucial. The lemma for their existence (as well as some of their
key properties) is stated without proof at the beginning of section 3 and its
proof (which is delicate and rather lengthy and technical) is postponed to
section 4. In section 5 we give some applications that illustrate our exis-
tence result. In particular, in example 5.2 we apply our existence results to
a system that contains operators of the form (−∆p)n, (−∆q)m, where for
t > 1 ∆tu := div(|∇u|t−2∇u). We end the paper with an Appendix which
contains some technical results.
We introduce now some notation. Throughout the paper vectors in R

n

will be written in boldface. C# will denote the closed linear subspace of
C[0, R] defined by C# = {u ∈ C[0, R] | u(R) = 0}. We have that C# is a
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Banach space with respect to the norm ‖ · ‖ := ‖ · ‖∞. Also we will denote
by Cn#, the Banach space of the n−tuples of elements of C# endowed with
the norm ||u||n :=

n∑
i=1

||ui||, where u = (u1, . . . , un) ∈ Cn#.

Finally we adopt the following conventions. By R+ and R
+ we mean

[0,+∞) and (0,+∞) respectively. For a functionH : R �→ R (with lim
s→0

H(s)
s =

0) we define Ĥ(s) := H(s)
s , s �= 0, Ĥ(0) = 0, and we note that if H is AH

of exponent p (at +∞ or zero) then Ĥ is AH of exponent p − 1. Also if
γi, i = 1, . . . , n, are real numbers or functions, we define γn+i = γi for all
i = 1, . . . , n.

2. Preliminaries and Abstract Formulation

We begin this section with a proposition.

Proposition 2.1. Let h : R �→ R be a continuous function with h(0) = 0,
th(t) > 0 for t �= 0, and let H(t) := ∫ t

0 h(s)ds and Ĥ : R �→ R as defined in
the Introduction.
(i) If h is AH of exponent ρ > 0 at +∞, then there exists t0 > 0 and

positive constants d1 and d2 with 1 < d1 ≤ d2 such that

d1 ≤ th(t)
H(t)

≤ d2, for all t ≥ t0,(2.1)

h(s) → +∞ as s → +∞, Ĥ(t) is increasing for t ≥ t0 and

d1h(s) ≤ d2h(t) for all s, t such that t0 ≤ s ≤ t.(2.2)

(ii) If h is AH of exponent ρ > 0 at 0 then there exists t0 > 0 and positive
constants d1 and d2, with 1 < d1 ≤ d2 such that

d1 ≤ th(t)
H(t)

≤ d2, for all |t| ≤ t0,

Ĥ(t) is increasing in [−t0, t0], and

d1|h(s)| ≤ d2|h(t)|
for all s, t with |s| ≤ |t| ≤ t0.

Proof. We only prove (i), since (ii) is similar. From Karamata’s theorem
(see [R], page 17, Theorem 0.6), it follows that for any σ > 0

lim
t→+∞

h(σt)
h(t)

= σρ if and only if lim
t→+∞

H(t)
th(t)

=
1

ρ+ 1
,(2.3)

and thus, if h is AH of exponent ρ > 0, for ε ≥ 0 (less than min{ρ, 1}) there
is a t0 > 0, such that for all t ≥ t0,

ρ+ 1− ε

t
≤ h(t)

H(t)
≤ ρ+ 1 + ε

t
.(2.4)
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Setting d1 := ρ + 1 − ε > 1 and d2 := ρ + 1 + ε we have that (2.1) holds.
Now since h(t) = H ′(t), from (2.4) we obtain that

C1t
d1−1 ≤ h(t) ≤ C2t

d2−1 for all t ≥ t0,(2.5)

for some positive constants C1, C2 and thus h(t) → +∞ as s+∞.

We observe now that the function Ĥ is a C1 function for t > 0, and that
Ĥ ′(t) = th(t)−H(t)

t2
. Then from (2.4) and since d1 > 1, we find that Ĥ ′(t) > 0

for t ≥ t0, i.e., Ĥ is ultimately increasing. Finally, and again from (2.4) for
t0 ≤ s ≤ t, we have that d1h(s) ≤ d1d2Ĥ(s) ≤ d1d2Ĥ(t) ≤ d2h(t), ending
the proof of the proposition.

As a consequence of this proposition we have the following result, which will
be used to prove our main result.

Proposition 2.2. Let h : R �→ R be continuous and asymptotically homo-
geneous at +∞ (at 0) of exponent ρ > 0 satisfying th(t) > 0 for t �= 0. Let
{wn} and {tn} ⊆ R

+ be sequences such that wn → w and tn → +∞ (tn → 0)
as n → ∞. Then,

lim
n→∞

h(tnwn)
h(tn)

= wρ.(2.6)

Proof. We only prove the case when h is AH at +∞, the other case being
similar. Let H(s) :=

∫ s
0 h(t)dt and assume first w �= 0. Then tnwn → +∞

and by writing

h(tnwn)
h(tn)

=
tnwnh(tnwn)
H(tnwn)

Ĥ(tnwn)
Ĥ(tn)

H(tn)
tnh(tn)

(2.7)

we see from (2.3) that to obtain (2.6) it suffices to prove that

lim
n→∞

Ĥ(tnwn)
Ĥ(tn)

= wρ.(2.8)

Since by proposition 2.1, Ĥ is ultimately increasing, given ε > 0 sufficiently
small, there exists n0 > 0 such that for all n ≥ n0

Ĥ(tn(w − ε))
Ĥ(tn)

≤ Ĥ(tnwn)
Ĥ(tn)

≤ Ĥ(tn(w + ε))
Ĥ(tn)

and thus (2.8) follows by using the fact that Ĥ is AH of exponent ρ and
ε > 0 is arbitrarily small. Assume now that w = 0. We claim then that

lim
n→∞

h(tnwn)
h(tn)

= 0.

If not,
h(tnk

wnk
)

h(tnk
)

≥ µ,

for some subsequences {tnk
}, {wnk

}, which implies that tnk
wnk

must tend
to +∞. Let now ε > 0 be such that ε < µ1/ρ. Since wnk

→ 0, there exists
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k0 > 0 such that wnk
< ε and as tnk

wnk
→ +∞, both tnk

wnk
and tnk

ε

belong to the range where Ĥ is increasing for k ≥ k0.. Hence,

0 ≤ Ĥ(tnk
wnk

)
Ĥ(tnk

)
≤ Ĥ(tnk

ε)
Ĥ(tnk

)
.

Using now that Ĥ is AH of exponent ρ, by letting k → ∞ we find that

lim sup
k→∞

Ĥ(tnk
wnk

)
Ĥ(tnk

)
≤ ερ and hence, by (2.7), µ ≤ lim sup

k→∞
h(tnk

wnk
)

h(tnk
) ≤ ερ < µ,

a contradiction.

Finally, regarding properties of AH (at ∞ or 0) that we will need later on, it
is simple to see that if χ, ψ : R �→ R are AH functions of exponent p and q
respectively, then χ ◦ψ is AH of exponent r = pq. Also, if φ is an increasing
odd homeomorphism of R onto R which is AH of exponent p − 1, then its
inverse φ−1 is AH of exponent p∗ − 1, where p∗ = p

p−1 .
We now find a functional analysis setting for problem (D). A simple cal-

culation shows that finding non trivial solutions with positive components
to problem (D) is equivalent to finding non trivial solutions to the problem

(A)




−(rN−1φi(u′
i(r)))

′ = rN−1fi(|ui+1(r)|),
i = 1, . . . , n,

u′
i(0) = 0 = ui(R).

Let (u1(r), . . . , un(r)) be a non trivial solution of (A). Then for each
i = 1, . . . , n, we have that ui(r) ≥ 0 and is non increasing on [0, R]. By
integrating the equations in (A), it follows that ui(r) satisfies

ui =Mi(ui+1)

where Mi : C# �→ C# is given by

Mi(v)(r) =
R∫
r

φ−1
i [

1
sN−1

s∫
0

ξN−1fi(|v(ξ)|)dξ]ds,

for each i = 1, . . . , n. Let us define T0 : Cn# �→ Cn# by

T0(u) := (M1(u2), ...,Mi(ui+1), ...,Mn(u1)) ,

where u = (u1, . . . , un). Clearly T0 is well defined and fixed points of T0 will
provide solutions of (A), and hence componentwise positive solutions of (D).
Define now the operator Th : Cn# × [0, 1] �→ Cn# by

Th(u, λ) :=
(
M̃1(u2, λ), ...,Mi(ui+1), ...,Mn(u1)

)
where M̃1 : C# × [0, 1] �→ C# is the operator defined by

M̃1(v, λ)(r) :
R∫
r

φ−1
1 [

1
sN−1

s∫
0

ξN−1(f1(|v(ξ)|) + λh)dξ]ds
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with h > 0 a constant to be fixed later. Define also S : Cn# × [0, 1] �→ Cn# by

S(u, λ) = (N1(u2, λ), ..., Ni(ui+1, λ), ..., Nn(u1, λ))(2.9)

where Ni : C# × [0, 1] �→ C# is the operator defined by

Ni(v, λ)(r) =
R∫
r

φ−1
i [

λ

sN−1

s∫
0

ξN−1fi(|v(ξ)|)dξ]ds, i = 1, . . . , n.(2.10)

It follows from Proposition 2.2 of [GMU] that all the operators M̃1,Mi, Ni,
i = 1, . . . , n, are completely continuous, hence the operators T0, Th and S
are also completely continuous. We note that Th(·, 0) = T0 = S(·, 1).
To prove existence of a fixed point of T0 we use suitable a-priori estimates

and degree theory. Indeed, we will show that there exists R1 > 0, such that
degLS(I − T0, B(0, R1), 0) = 0, and also that the index i(T0, 0, 0) is defined
and it satisfies i(T0, 0, 0) = 1, from where the existence of a fixed point of T0
follows by the excision property of the degree.
Finally in this section, in our next lemma we will select the constant h

that appears in the definition of the operator Th, and hence fix this operator
once for all.

Lemma 2.1. For i = 1, . . . , n let the homeomorphisms φi, and the functions
fi satisfy (H1) and (H2). Then there exists h0 > 0 such that the problem

u = Th(u, 1)(2.11)

has no solutions for h ≥ h0.

Proof. We argue by contradiction and thus we assume that there exists a
sequence {hk}k∈N , with hk → +∞ as k → ∞, such that the problem

u = Thk
(u, 1)

has a solution uk = (u1,k, . . . , un,k), for each k ∈ N. Then uk satisfies

u1,k(r) =
R∫
r

φ−1
1 [

1
sN−1

s∫
0

ξN−1(f1(|u2,k(ξ)|) + hk)dξ]ds(2.12)

ui,k(r) =
R∫
r

φ−1
i [

1
sN−1

s∫
0

ξN−1fi(|ui+1,k(ξ)|)dξ]ds, i = 2, . . . , n,(2.13)

for each k ∈ N. Clearly ui,k(r) > 0, r ∈ [0, R), and is non increasing for
r ∈ [0, R], for all k ∈ N, and all i = 1, . . . , n. From (2.12)

u1,k(r) ≥ (R − r)φ−1
1 (

rhk
N
), for all r ∈ [0, R]

and thus for r ∈ [0, 7R8 ], (we choose this interval for convenience, but any
other interval of the form [0, T ] ⊂ [0, R) will work as well) we find that

u1,k(r) ≥ R

8
φ−1
1 (

Rhk
4N

)(2.14)
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where we have used that u1,k(r) ≥ u1,k(R/4) for all r ∈ [0, R/4]. Then,
using that fi(x) → +∞ as x → +∞, from (2.13) and (2.14), by iteration, we
conclude that for any A > 0, there exists kA > 0 such that for all r ∈ [0, 3R4 ]

ui,k(r) ≥ A for all k ≥ kA and all i = 1, . . . , n.(2.15)

Now, from the second of (H1) and (i) of proposition 2.1 there exist t0 > 0,
1 < d1 ≤ d2 such that

d1fi(τ) ≤ d2fi(t)(2.16)

for all t ≥ τ ≥ t0 and all i = 1, . . . , n. Hence, by (2.11), and by increasing A
if necessary,

d1fi(|ui+1,k(r)|) ≤ d2fi(|ui+1,k(ξ)|)(2.17)

for all ξ ∈ [0, r] with r ∈ [0, 3R/4]. Since from (2.12) and (2.13) we also have
that

ui,k(r) ≥
3R
4∫
r

φ−1
i [

1
sN−1

r∫
0

ξN−1fi(|ui+1,k(ξ)|)dξ]ds, i = 1, . . . , n,(2.18)

then, for k ≥ kA, from (2.17) and the monotonicity of φ−1
i we have that

ui,k(r) ≥
3R
4∫
r

φ−1
i [d fi(ui+1,k(r))dξ]ds, r ∈ [R

4
,
3R
4
],

where d = d1R
4Nd23N−1 . Thus for all r ∈ [R4 , R2 ], we find that

ui,k(r) ≥ R

4
φ−1
i (d fi(ui+1,k(r))),(2.19)

for all k large enough and for all i = 1, . . . , n. Next, setting

bi,k(r) :=
R

4
φ−1
i (d fi(ui+1,k(r)))
φ−1
i (fi(ui+1,k(r)))

,(2.20)

(2.19) becomes

ui,k(r) ≥ bi,k(r)φ−1
i (fi(ui+1,k(r))), r ∈ [R

4
,
R

2
].(2.21)

Observing that by (2.15) and (H1), bi,k(r) → ci as k → ∞, uniformly in
[R4 ,

R
2 ], where ci is a positive constant, we have that bi,k(r) ≥ C̃ for all

r ∈ [R4 , R2 ], for all i = 1, . . . , n and for all k sufficiently large and where C̃
is a positive constant. Hence, by (2.5) in the proof of proposition 2.1, for
ε > 0 small there is a k0 ∈ N such that

ui,k(r) ≥ Cu
δi

pi−1−ε
i+1,k (r), r ∈ [R

4
,
R

2
],(2.22)

for all k ≥ k0 and all i = 1, . . . , n, and where C is a positive constant. Now,
by iterating in (2.22), we find that

u1,k(r) ≥ C(u1,k(r))

n∏
i=1

(
δi

pi−1−ε
)
,(2.23)



A WEAKLY COUPLED SYSTEM 113

where C is a new positive constant. Since by (H2) we may choose 0 < ε <

min{ δi
pi−1 , i = 1, . . . , n} so that

n∏
i=1

(
δi
pi−1 − ε

)
> 1, from (2.23), we have

(u1,k(r))

n∏
i=1

(
δi

pi−1−ε
)

−1
≤ 1

C
, for any fixed r ∈ [R

4
,
R

2
],

which by (2.15) gives a contradiction for large k. This ends the proof of the
lemma.

3. A-priori bounds and proof of the main result

In this section we will use the blow up method to find a priori bounds
for the positive solutions of problem (Dh) and then prove Theorem 1.1. Let
φi, fi, i = 1, . . . , n be as in Theorem 1.1 and set

Φi(s) =
∫ s
0
φi(t)dt, Fi(s) =

∫ s
0
fi(t)dt, i = 1, . . . , n.(3.1)

In extending the blow up method to our situation it turns out that a key
step is to find a solution (x1, . . . , xn) in terms of s (for s near +∞) to the
system

Fi(xi+1)xi = xi+1Φi(xis), i = 1, . . . , n.(3.2)

In this respect we can prove the following.

Lemma 3.1. Assume that the homeomorphisms φi, and the functions fi,
i = 1, . . . , n satisfy (H1), (H2), (H3), and (H4). Then
(i) there exist positive numbers s0, x0i , and increasing diffeomorphisms αi

defined from [s0,+∞) onto [x0i ,+∞), i = 1, . . . , n, which satisfy
Fi(αi+1(s))αi(s) = αi+1(s)Φi(αi(s)s),(3.3)

for all s ∈ [s0,+∞).
(ii) The functions αi satisfy

lim
s→∞

fi(αi+1(s))
sφi(αi(s)s)

=
δi + 1
pi

, i = 1, . . . , n.(3.4)

(iii) The functions αi satisfy

lim
s→+∞

αi(σs)
αi(s)

= σEi for all σ ∈ (0,+∞) i = 1, . . . , n,

where the Ei’s are the solutions to (AS).

We call these αi’s functions rescaling variables for system (D).
The proof of this lemma is rather lengthy and delicate and thus in order

not to deviate the attention of the reader we postpone it until section 4.
We next find a-priori bounds for positive solutions. To this end let h

satisfy the conditions of Lemma 2.1 and consider the family of problems

(Dλ)

{
[rN−1φ1(u′

1)]
′ + rN−1(f1(|u2(r)|) + λh) = 0,

[rN−1φi(u′
i)]

′ + rN−1fi(|ui+1(r)|) = 0, λ ∈ [0, 1], i = 2, . . . , n,
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u′
i(0) = 0 = ui(R) for i = 1, . . . , n.

Clearly, a solution to (Dλ) is a fixed point of Th(·, λ).
Theorem 3.1. Under the conditions of Theorem 1.1, solutions to problem
(Dλ) are a-priori bounded.

Proof. We argue by contradiction and thus we assume that there exists a
sequence {(uk, λk)} ∈ Cn# × [0, 1], with uk = (u1,k, . . . , un,k), such that

(uk, λk) satisfies (Dλk
) and ‖uk‖ =

n∑
i=1

‖ui,k‖ → ∞ as k → ∞. It is not

difficult to check by using the equations in (Dλk
) that

n∑
i=1

‖ui,k‖ → ∞ as k →
∞ if and only if ‖ui,k‖ → ∞ as k → ∞ for each i = 1, . . . , n. Hence, by
redefining the sequence (uk, λk) if necessary, we can assume that ‖ui,k‖ ≥ s0
(s0 as in lemma 3.1) for all i = 1, . . . , n and for all k > 0. Let us set

γk =
n∑
i=1

α−1
i (‖ui,k‖) and ti,k = αi(γk).(3.5)

Then, γk → ∞ as k → ∞, and ‖ui,k‖ ≤ ti,k, for each i = 1, . . . , n. Also by
(3.4)

lim
k→∞

fi(ti+1,k)
γkφi(ti,kγk)

=
δi + 1
pi

.(3.6)

Next we define the change of variables y = γkr, wi,k(y) =
ui,k(r)
ti,k

and set
wk := (w1,k, . . . , wn,k). Clearly we have |wi,k(y)| ≤ 1 for all y ∈ [0, γkR].
In terms of these new variables and since (uk, λk) satisfies (Dλk

), we obtain
that (wk, λk) satisfies

−(yN−1φ1(t1,kγkw′
1,k(y)))

′ = yN−1[
f1(t2,k|w2,k(y)|)

γk
+

λkh

γk
],(3.7)

−(yN−1φi(ti,kγkw′
i,k(y)))

′ = yN−1 fi(ti+1,k|wi+1,k(y)|)
γk

, i = 2, . . . , n,(3.8)

w′
i,k(0) = 0 = wi,k(γkR) for i = 1, . . . , n,(3.9)

where now ′ = d
dy . Let now T > 0 be fixed and assume, by passing to a

subsequence if necessary, that γkR > T for all k ∈ N. We observe that by
the usual argument, w′

i,k(y) ≤ 0 and wi,k(y) ≥ 0 for all i = 1, . . . , n, for all
k ∈ N, and for all y ∈ [0, T ].
Claim. The sequences {w′

i,k}k, i = 1, . . . , n, are bounded in C[0, T ]. In-
deed, assume by contradiction that for some i = 1, . . . , n, {w′

i,k} contains a
subsequence, renamed the same, with ||w′

i,k||C[0,T ] → ∞ as k → ∞. Then
there exists a sequence {yk}, yk ∈ [0, T ], such that for any A > 0 there is n0
such that |w′

i,k(yk)| > A for all k > n0. Integrating (3.7) (resp. (3.8) from 0
to yk, we obtain

(3.10) φi(ti,kγk|w′
i,k(yk)|)=yk

1−N
∫ yk
0

sN−1fi(ti+1,kwi+1,k(s))
γk

ds+
λkhyk
Nγk

.
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Now let t0, d1, d2 be as in Proposition 2.1 and setM = max
i∈{1,... ,n}

sup
x∈[0,t0]

fi(x).

Since ti+1,k → +∞ as k → ∞, by redefining the sequence if necessary, we
may assume that M

fi(ti+1,k)
≤ d2
d1
for all i = 1, . . . , n and all k ∈ N. Also, since

wi+1,k(s) ≤ 1, if ti+1,kwi+1,k(s) ≥ t0, then by Proposition 2.1 we have that

fi(ti+1,kwi+1,k(s))
fi(ti+1,k)

≤ d2
d1

.(3.11)

Since if ti+1,kwi+1,k(s) ≤ t0 (3.11) holds by the definition ofM , we have that
indeed (3.11) holds for all i = 1, . . . , n, all k ∈ N and all s ∈ [0, T ]. Hence
from (3.10) and the monotonicity of φi we find that

φi(ti,kγkA)
φi(ti,kγk)

≤ d2
d1

fi(ti+1,k)T
φi(ti,kγk)γkN

+
hT

Nφi(ti,kγk)γk
.

Thus, by (H1) and (3.6), and by letting k → ∞ in this last inequality we
find that

Api−1 ≤ d2
d1

(δi + 1)T
piN

,

which is a contradiction since A can be taken arbitrarily large and hence the
claim follows.
From this claim and Arzela Ascoli Theorem, by passing to a subsequence

if necessary, we have that wk → w := (w1, . . . , wn) in Cn[0, T ]. Also, by
(3.5),

1 =
n∑
i=1

α−1
i (ti,kwi,k(0))

γk
=
n∑
i=1

α−1
i (ti,kwi,k(0))
α−1
i (ti,k)

,

and hence, by letting k → ∞ and using (iii) of lemma 3.1, we obtain

1 =
n∑
i=1

w
1

Ei
i (0),

which implies that w is not identically zero.
Now by integrating (3.7) (respectively (3.8)) from 0 to y ∈ [0, T ] and using

(3.9), we obtain

− φi(ti,kγkw′
i,k(y)) = f̃i,k(y)

fi(ti+1,k)
γk

,(3.12)

for i = 1, . . . , n and all k ∈ N, where

f̃1,k(y) = y1−N
∫ y
0
sN−1 f1(t2,kw2,k(s))

f1(t2,k)
ds+

λkhy

Nf1(t2,k)
,(3.13)

and

(3.14) f̃i,k(y) = y1−N
∫ y
0
sN−1 fi(ti+1,kwi+1,k(s))

fi(ti+1,k)
ds, i = 2, . . . , n.

Using now Proposition 2.2, we have that fi(ti+1,kwi+1,k(s))
fi(ti+1,k)

→ (wi+1(s))δi

for each s ∈ [0, T ] and i = 1, . . . , n, and thus by (3.11) we may use the
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Lebesgue’s dominated convergence theorem to conclude that

lim
k→∞

f̃i,k(y) = y1−N
∫ y
0
sN−1wδii+1(s)ds := f̃i(y)(3.15)

for each y ∈ (0, T ]. From (3.12),

− w′
i,k(y) =

φ−1
i (g̃i,k(y)µk)
φ−1
i (µk)

,(3.16)

where

g̃i,k(y) =
f̃i,k(y)fi(αi+1(γk))
γkφi(γkαi(γk))

and µk = φi(γkti,k).

Then µk → +∞ as k → ∞ and by (3.15) and (ii) of lemma 3.1,

g̃i,k(y) → δi + 1
pi

f̃i(y) as k → ∞ for each y ∈ [0, T ].(3.17)

Integrating (3.16) over [0, y], we obtain

wi,k(0)− wi,k(y) =
∫ y
0

φ−1
i (g̃i,k(s)µk)
φ−1
i (µk)

ds.(3.18)

Then, since by (3.15) there exists A > 0 such that |f̃i(y)| ≤ A for all i =
1, . . . , n and all y ∈ [0, T ], using (3.17) and the monotonicity of φ−1, by
another application of the Lebesgue’s dominated convergence theorem, we
find that

wi(0)− wi(y) = (
δi + 1
pi

)
1

pi−1

∫ y
0

(
s1−N

∫ s
0
tN−1wδii+1(t)dt

) 1
pi−1

ds,

and hence that wi satisfies

(Dp)T

{
−(yN−1|w′

i(y)|pi−2w′
i(y))

′ = ( δi+1pi )y
N−1wδii+1(y), y ∈ (0, T ],

w′
i(0) = 0, wi(y) ≥ 0 for all y ∈ [0, T ].

We observe next that each component wi(y) is decreasing on [0, T ]. Thus
if for some i, wi(0) = 0, then necessarily wi(y) = 0 for all y ∈ [0, T ]. But from
(Dp)T it follows that wi+1(y) = 0 for all y ∈ [0, T ] and hence by iterating,
that w ≡ 0 on [0, T ], which cannot be. Now, for the purpose of our next
argument let us call {wTk } the final subsequence, solution to (3.7), (3.8)
and (3.9), which by the limiting process provided us with the non trivial
solution w to (Dp)T defined in [0, T ]. We also set wT ≡ w. Let us choose
next T1 > T. By repeating the limiting process following (3.9), this time
starting from the sequence {wTk }, we will find a subsequence {wT1k }, which
as k → ∞ will provide us with a non trivial solution wT1 to (Dp)T1 . Clearly
wT1 is an extension of wT to the interval [0, T1], which satisfies wT1i (y) ≥ 0,
i = 1, . . . , n. It is then clear that by this argument we can obtain a non
trivial solution (called again w) to (Dp), i.e. w satisfies

(Dp)

{
−(yN−1|w′

i(y)|pi−2w′
i(y))

′=( δi+1pi )y
N−1wδii+1(y), y ∈ (0,+∞),

w′
i(0) = 0, wi(y) ≥ 0 for all y ∈ [0,+∞).
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We claim now that under the hypotheses of Theorem 1.1 such a non trivial
solution cannot exist. The proof of this claim is entirely similar to lemma
2.1 in [CMM] so we just sketch it. An integration of the equations of (Dp)
over [0, r], r ∈ (0,+∞), shows that w′

i(r) ≤ 0, for all r > 0, and that

(3.19) −rN−1|w′
i(r)|pi−2w′

i(r)≥(
δi + 1
pi

)
1

pi−1
rN

N
wδii+1(r), for all r > 0,

Also it must be that wi(r) > 0 for all r > 0 and all i = 1, . . . , n. Now by
Proposition 2.1 and Lemma 2.1 in [CMM], see also [MI] for related results,
we have that for all i = 1, . . . , n, wi ∈ C2(0,+∞) and that

rw′
i(r) + θiwi(r) ≥ 0, for all r > 0.(3.20)

Hence, from (3.19)

θiwi(r)
r

≥ −w′
i(r) ≥ Cr

1
pi−1w

δi
pi−1
i+1 (r) for all r > 0,

where C is a positive constant. (In the rest of this argument C will denote a
positive constant that may change from one step to the other). Multiplying
this inequality by rEi+1, using (3.20) and system (AS), we obtain

(3.21) rEiwi(r)≥C(rEi+1wi+1(r))
δi
pi−1 , for all r > 0 and i = 1, . . . , n.

Iterating this expression n − 1 times, we find first that

(3.22) rEiwi(r) ≥ C(rEiwi(r))

n∏
j=1

δj
pj−1

for each i = 1, . . . , n,

and thus by hypothesis (H2),

(3.23) wi(r) ≤ Cr−Ei for each i = 1, . . . , n.

By (3.20), rθiwi(r) is non decreasing, and thus combining with (3.22),

(3.24) Ci ≡ wi(r0)rθi0 ≤ wi(r)rθi ≤ Cr−Eirθi = Cr−(Ei−θi),

for all r > r0 > 0, for all i = 1, . . . , n and where the Ci’s are positive
constants. If the strict inequality holds in hypothesis (H5), we obtain a
contradiction by letting r → +∞ in (3.24) and the claim follows in this case.
Next, let us assume that for some j ∈ {1, . . . , n} we have that Ej = θj .

Integrating the j-th equation of (Dp) on (r0, r), r0 > 0, using (3.21) and
iterating n − 2 times, we obtain

rN−1|w′
j(r)|pj−1 ≥ C

r∫
r0

sN−1−Ej+1δj (sEjwj(s))
P ′

jds

where P ′
j :=

n∏
i=1,i	=j

δi
(pi−1) . Hence, since wj(r)r

θj is non decreasing, and using

that Ej = θj ,

rN−1|w′
j(r)|pj−1 ≥ C

r∫
r0

s−1ds for all r > r0,
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where C is a positive constant. Hence by (3.20), we find

(3.25) rθ1wj(r) ≥ C(log(
r

r0
))

1
pj−1 for all r > r0,

which combined with (3.23) (i = j) and using that Ej = θj , yields again a
contradiction and thus the claim follows.
In this form we have concluded the proof that solutions to (Dλ) are a

priori bounded.

To prove Theorem 1.1 we need a last lemma. Let S be as defined by (2.9)
and B(0, ρ) denote the open ball centered at 0 and having radius ρ in Cn#.

Lemma 3.2. Under the assumptions of Theorem 1.1, there exists ρ0 > 0
such that the equation

u = S(u, λ)(3.26)

has no solutions (u, λ) ∈
(
B(0, ρ) \ {0}

)
× [0, 1] for all 0 ≤ ρ ≤ ρ0. In

particular, the index i(S(·, 1), 0, 0) ≡ i(T0, 0, 0) is defined and i(T0, 0, 0) = 1.

Proof. We argue by contradiction and thus we assume that there exist se-
quences {uk} in Cn#, {ρk}, ρk > 0 such that ||uk|| = ρk → 0, and a sequence
{λk}, λk ∈ [0, 1], such that

uk = S(uk, λk).(3.27)

Let uk = (u1,k, . . . , un,k). Since ui,k(s) ≤ ||uk|| for all s ∈ [0, R], by (ii)
of Proposition 2.1 we find that there exist k0 > 0, d1 > 1, d2 ≥ d1, such
that fi(ui,k(s)) ≤ d2

d1
fi(||uk||), for all s ∈ [0, R], for all k ≥ k0, and for all

i = 1, . . . , n.
Then, from (3.27) we obtain that uk, k ≥ k0, satisfies

‖ui,k‖ ≤ φ−1
i [

λkRd2fi(‖ui+1,k‖)
Nd1

]R, 1 = 1, . . . , n,

and hence

φi
(‖ui,k‖

R

)
≤ Rd2

Nd1
fi(‖ui+1,k‖).(3.28)

Using the fact that the functions φi and fi, i = 1, . . . , n, are AH near zero,
we have that given ε > 0 small, there are s0 > 0 and positive constants C,
C̃, such that

Csδi+ε ≤ fi(s) ≤ C̃sδi−ε for all 0 ≤ s ≤ s0,(3.29)

and

Cspi−1+ε ≤ φi(s) ≤ C̃spi−1−ε for all 0 ≤ s ≤ s0.(3.30)

Hence by combining (3.28), (3.29), and (3.30), we obtain that ||ui,k|| ≤
C||ui+1,k||

δi−ε

pi−1+ε for all i = 1, . . . , n and k ∈ N sufficiently large. Then by

iteration, there is a positive constant C such that ||ui,k||
1−

n∏
j=1

δj−ε

pj−1+ε ≤ C for



A WEAKLY COUPLED SYSTEM 119

each i = 1, . . . , n. But this is not possible for ε > 0 small since ||ui,k|| → 0

as k → ∞, and since by (H4) 1 −
n∏
j=1

δj−ε
pj−1+ε < 0 for ε > 0 small enough.

That the index i(S(·, 1), 0, 0) = i(T0, 0, 0) is defined and that i(T0, 0, 0) = 1
is elementary.

Proof of Theorem 1.1. It follows from Theorem 3.1 that if (u, λ) is a solution
to the equation

u = Th(u, λ), λ ∈ [0, 1],
u = (u1, . . . , un), then there is a positive constant R1 such that

n∑
i=1

‖ui‖ ≤ R1

for all λ ∈ [0, 1] and where we may assume R1 > ρ0. Thus if B(0, R1) denotes
the ball centered at 0 in Cn# with radius R1 > C, we have that the Leray-
Schauder degree of the operator

I − Th(·, λ) : B(0, R1) �→ Cn#

is well defined and constant with λ ∈ [0, 1]. Then, by Lemma 2.1

(3.31)

degLS(I − T0, B(0, R1), 0) = degLS(I − Th(·, 0), B(0, R1), 0)
= degLS(I − Th(·, 1), B(0, R1), 0)
= 0.

Thus by Lemma 3.2, the excision property of the Leray Schauder degree,
and (3.31), we conclude that there must be a solution of the equation

u = T0(u)

with u ∈ B(0, R1) \ B(0, ε0), for ε0 > 0 small enough.
Remark 3.1. We point out that condition (H5) in our main Theorem 1.1
is only used to conclude that problem (Dp) has no non trivial solutions on
[0,+∞). Thus it can be replaced by any other condition which ensures this
property and enlarges the set of parameters {δi, pi} i = 1, . . . , n, for which
the conclusion of Theorem 1.1 remains true. This remark will be illustrated
in Example 5.3.

4. Proof of Lemma 3.1

Throughout this section we will use freely the definition Ĥ for a function
H that we gave in the Introduction.
To prove Lemma 3.1 we need some preliminary propositions. We begin

by noting that the functions Φ̂i, F̂i, i = 1, · · · , n defined in (3.1) are C1

functions from R
+ onto R

+. Also Φ̂i is AH of exponent pi − 1 > 0 at +∞
and of exponent pi − 1 > 0 at zero and F̂i is AH of exponent δi > 0 at
+∞ and of exponent δi > 0 at zero. Furthermore F̂i is strictly increasing in
some interval of the form (−t1, t1), t1 > 0, and in some interval of the form
(t2,+∞), t2 ≥ t1.
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For x = (x1, . . . , xn) ∈ (R+)n, we have that solving (3.2) is equivalent to
solving

F̂i(xi+1)− Φ̂i(xis)s = 0, i = 1, . . . , n.(4.1)

Proposition 4.1. For each fixed s > 0 there exists a solution x ∈ (R+)n of
the system (4.1).

Proof. Let us fix s > 0 and suppose that x ∈ (R+)n is a solution to (4.1).
We have that (4.1) is in turn equivalent to the system

xi = Ψi(xi+1) i = 1, . . . , n,(4.2)

where Ψi(t) := 1
s Φ̂

−1
i (

F̂i(t)
s ) for t ≥ 0, and i = 1, . . . , n. Here and in what

follows, for simplicity of the notation we will not show the dependence on s.
Hence the component x1 of the solution satisfies l(x1) = 0, where

l(t) = t − (Ψ1 ◦Ψ2 ◦ · · · ◦Ψn)(t),(4.3)

Conversely, if x1 satisfies l(x1) = 0,, then by recursively defining xi =
Ψi(xi+1), i = 2, . . . , n, we find that x = (x1, . . . , xn) satisfies (4.1). Thus we
are led to study the zeros of the function l. Since the function Ψi is AH of
exponent δi

pi−1 at +∞ and of exponent δi
pi−1 at zero, i = 1, . . . , n, we obtain

that the function Ψ1 ◦Ψ2 . . . ◦Ψn is AH at +∞ of exponent
n∏
i=1

δi
pi−1 and at

zero of exponent
n∏
i=1

δi
pi−1 . Thus for a given ε > 0 there are t2 > t1 > 0 and

two positive constants C1 ≡ C1(s) and C2 ≡ C2(s) such that

l(t)
t

≤ 1− C2t

n∏
i=1
( δi

pi−1−ε)−1
for all t ≥ t2,(4.4)

and

l(t)
t

≥ 1− C1t

n∏
i=1
( δi

pi−1−ε)−1
for all 0 < t ≤ t1.(4.5)

Since by (H2) and (H4) we may choose ε > 0 such that
n∏
i=1

( δi
pi − 1 − ε

)
− 1 > 0 and

n∏
i=1

( δi
pi − 1

− ε
)

− 1 > 0,

we have by (4.4) that l(t) < 0 for all large t and by (4.5) that l(t) > 0 for all
small positive t. Thus the equation l(t) = 0 has at least one solution, which
is what we wanted to prove.

We note that for each s > 0 the set of solutions of l(t) = 0 is bounded (the
bound depending on s) but may not be a singleton. For s > 0 let us define
β1(s) := min{t | l(t) = 0} and γ1(s) := max{t | l(t) = 0} (these max and min
are reached), and define recursively β2(s) to βn(s) by βi(s) = Ψi(βi+1(s)),
γ2(s) to γn(s) by γi(s) = Ψi(γi+1(s)). Then, β := (β1, . . . , βn) : R

+ �→
(R+)n, γ := (γ1, . . . , γn) : R+ �→ (R+)n and β(s), γ(s) are solutions to (4.1)
for each s > 0.
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Proposition 4.2. We have that
(i) βi(s) → +∞ as s → +∞ for each i = 1, . . . , n.
(ii) For each m > 0 there is a constant M = M(m) such that for all

0 < s ≤ m, it follows that ||γ(s)|| ≤ M.

Proof. (i) We will show first that

lim inf
s→+∞ βi(s) > C for all i = 1, . . . , n,(4.6)

where C is a positive constant. Suppose by contradiction that for some
j ∈ {1, . . . , n} there is a sequence {sk} → +∞ such that βj(sk) → 0. By
(4.1),

Φ̂−1
i (F̂i(βi+1(sk))) ≥ βi(sk) i = 1, . . . , n,(4.7)

for sk ≥ 1 and thus by an iteration process starting with i = j − 1 we
conclude that βi(sk) → 0 for all i = 1, . . . , n. Using now that the function
Φ̂−1
i ◦ F̂i is AH at 0 of exponent δi

pi−1 , we obtain from (4.7) that given ε > 0
small enough, there is a positive constant C such that

(
βi+1(sk)

) δi
pi−1−ε ≥ Cβi(sk) i = 1, . . . , n,

and hence (
βj(sk)

) n∏
i=1
( δi

pi−1−ε)−1
≥ C

for some other positive constant C. Since by (H4) we may choose ε > 0

so that
n∏
i=1
( δipi−1 − ε) > 1, this is a contradiction and thus (4.6) holds. We

conclude then that there are a positive constant C1 and s0 > 0 such that
βi(s) ≥ C1 for all s ≥ s0 and all i = 1, . . . , n. Hence, F̂i(βi+1(s)) ≥ sΦ̂i(sC1)
for all s ≥ s0, which implies that lim

s→+∞βi+1(s) = +∞ and (i) is proved.

To show (ii) we assume there is an m1 > 0 and a sequence {sk} ⊂ [0,m1]
such that γj(sk) → +∞ as k → ∞ for some component γj of γ(s) =
(γ1(s), . . . , γn(s)). Since by (4.1)

1
m1
Φ̂−1
i

( 1
m1

(
F̂i(γi+1(sk))

))
≤ γi(sk) i = 1, . . . , n,(4.8)

by iteration (starting with i = j − 1) we find that γi(sk) → +∞ for all
i = 1, . . . , n. Using now that Φ̂−1

i and F̂i are AH at +∞ of exponents
1
pi−1 and δi respectively, for ε > 0 small enough we obtain from (4.8)

that (γj+1(sk))
δj

pj−1−ε ≤ C̃γj(sk), and thus by iterating, we conclude that

(
γj+1(sk)

) n∏
j=1

(
δj

pj−1−ε)−1
≤ C for k large, where C̃ and C are positive con-

stants. Since by (H2) we may choose ε > 0 such that
n∏
j=1
( δjpj−1 − ε) > 1,

we have reached a contradiction. Hence (ii) is proved and the proposition
follows.
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We begin now the proof of Lemma 3.1.

Proof of (i) of Lemma 3.1. Suppose first that there is a function α =
(α1, . . . , αn) : R

+ �→ (R+)n such that α(s) is a solution of class C1 to
(4.1) for s in some subinterval I of R

+. Then, for s ∈ I, α(s) satisfies

F̂i(αi+1(s))− Φ̂i(αi(s)s)s = 0, i = 1, . . . , n.(4.9)

By differentiating with respect to s, we find that α is a solution to the system
of differential equations

(4.10) ai(s,α(s))α′
i(s)−bi(s,α(s))α′

i+1(s) = −ci(s,α(s)), i = 1, . . . , n,

where ′ = d
ds , and

(4.11) ai(s,α)= s2Φ̂′
i(sαi), bi(s,α)= F̂ ′

i (αi+1) and ci(s,α)= φ(sαi).

Conversely if α = (α1, . . . , αn) is a solution to (4.10) in I, then α(s) satisfies

F̂i(αi+1(s))− Φ̂i(αi(s)s)s = Ci, i = 1, . . . , n. for all s ∈ I.(4.12)

Hence if for some s0 ∈ I (s0,α(s0)) satisfies (4.1), then (s,α(s)) satisfies
(4.1) for all s ∈ I. At this point the proof of (i) of Lemma 3.1 consists in
showing that indeed the initial value problem

(IV )

{
ai(s,x)x′

i(s)− bi(s,x)x′
i+1 = −ci(s,x), i = 1, . . . , n,

x(s0) = x0,

has a solution defined for all s ≥ s0, for some initial condition (s0,x0) which
satisfies (4.1). Thanks to Proposition 4.1 we know that we can choose a pair
(s0,x0) satisfying (4.1) for any s0 > 0.
Observing that the system in (IV ) has the form (6.1) in the Appendix,

with x′
i(s) in the place of Xi, we have that we can solve for the x

′
i(s) in any

subset of R
+ × (R+)n where

n∏
i=1

bi(s,x)
ai(s,x)

�= 1 is satisfied. We will find next a
point (s0,x0) and hence by continuity a neighborhood of this point where
n∏
i=1

bi(s,x)
ai(s,x)

�= 1 holds. To this end, let us define the lower and upper envelopes
of F̂i by

F̂−
i (x) = inf

s∈[0,x]
F̂i(s), F̂+i (x) = sup

s∈[0,x]
F̂i(s).

Then, v, F̂−
i , and F̂

+
i are nondecreasing and since F̂i is ultimately increasing,

there exists m1 > 0 such that F̂−
i (x) = F̂+i (x) = F̂i(x) for all x ≥ m1 and

all i = 1, . . . , n.
After computing the derivatives in (4.11), we find that

n∏
i=1

bi(s,x)
ai(s,x)

= D(s,x)
n∏
i=1

Fi(xi+1)
Φi(sxi)

,(4.13)

whereD(s,x) =
n∏
i=1
(xi+1fi(xi+1)
Fi(xi+1)

−1)( sxiφi(sxi)
Φi(sxi)

−1)−1.Now, since the functions
fi, φi are respectively AH at +∞ of exponent δi and pi−1, from (2.3) in the
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proof of Proposition 2.1, we have that for ε > 0 small there is an m1 ≥ m1
such that for all x = (x1, . . . , xn) with xi ≥ m1 and s ≥ 1 it holds that

0 < δi − ε ≤ xi+1fi(xi+1)
Fi(xi+1)

− 1 ≤ δi + ε

and

0 < pi − 1− ε ≤ sxiφi(sxi)
Φi(sxi)

− 1 ≤ pi − 1 + ε,

for all i = 1, . . . , n. Thus D(s,x) ≥
n∏
i=1

δi−ε
pi−1+ε for all (s,x) in the set

S := {(s,x) | s ≥ 1, xi ≥ m1, i = 1, . . . , n}.
Since by (H2) we may choose ε small enough so that

n∏
i=1

δi−ε
pi−1+ε > 1, we have

that D(s,x) > 1 for all (s,x) ∈ S. Then from (4.13), we find that
n∏
i=1

bi(s,x)
ai(s,x)

>
n∏
i=1

Fi(xi+1)
Φi(sxi)

=
n∏
i=1

F̂i(xi+1)
sΦ̂i(sxi)

,

for all (s,x) ∈ S.
By using (i) of Proposition 4.2 we choose now s0 > 1 such that βi(s) > m1

for all i = 1, . . . , n and all s ≥ s0 and set x0 = β(s0). Then (s0,x0) satisfies

(4.1) and (s0,x0) ∈ IntS, implying that
n∏
i=1

bi(s0,x0)
ai(s0,x0)

> 1. By continuity the

same is true for (s,x) ∈ Ω0 := (s0 − µ0, s0 + µ0)× B(x0, ε0) for some small
µ0 > 0 and ε0 > 0 and where B(x0, ε0) is the ball in R

n centered at x0
and with radius ε0. By using (6.1) in the Appendix we can solve for the
derivatives x′

i in (IV ) in terms of (s,x) ∈ Ω0 to obtain the equivalent initial
value problem

(IVe)



x′
i =

ci(s,x)
ai(s,x)

+
n−1∑
k=1

[ ci+k(s,x)
ai+k(s,x)

k−1∏
*=0

bi+*(s,x)
ai+*(s,x)

]
n∏
j=1

bj(s,x)
aj(s,x)

− 1
, i = 1, . . . , n,

x(s0) = x0.

Since the right hand in the system in (IVe) is continuous in Ω0, by the
theory of ordinary differential equation problem (IVe) has a solution α =
(α1(s), . . . , αn(s)) defined in an interval (s0−γ0, s0+γ0), with γ0 ≤ µ0 which
can be extended to the right as a solution of (IVe) (this extension is also
denoted by α) to a maximal interval of existence of the form [s0, w).
We claim that w = +∞. We argue by contradiction and so we assume
w < +∞. Indeed, since α(s) satisfies (4.1), by the definition of the vector
function β we have that

F̂+1 (α2(s)) ≥ F̂1(α2(s)) = sΦ̂1(sα1(s))

≥ sΦ̂1(sβ1(s))

= F̂1(β2(s)) = F̂+1 (β2(s)),
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and thus α2(s) ≥ β2(s) > m1 for all s ∈ [s0, w). By iteration we conclude
that αi(s) > βi(s) > m1 for all i = 1, . . . , n and all s ∈ [s0, w). Hence,
(s,α(s)) ∈ IntS for all s ∈ [s0, w). On the other hand by the choice of m1

the function F̂i(y) is strictly increasing for y ∈ [m1,+∞), and thus it holds
that F̂ ′

i (y) > 0 for all y ≥ m1. Then from the definition of ai, bi, and ci in
(4.11) and the fact that Φ̂′

i(x) > 0 for all x > 0, we see that the numerator
on the right hand side of the equations in (IVe) is positive for all (s,x) ∈ S
and thus α′

i(s) > 0 for all s ∈ [s0, w). Also, it can be easily verified that
αi(s) ≤ γi(s) for all s ∈ [s0, w) and all i = 1, . . . , n. Indeed, by the definition
of F̂−

i ,

F̂−
1 (α2(s)) ≤ F̂1(α2(s)) = sΦ̂1(sα1(s))

≤ sΦ̂1(sγ1(s))

= F̂1(γ2(s)) = F̂−
1 (γ2(s)),

and therefore by the monotonicity of F̂−
1 , we have that α2(s) ≤ γ2(s) for all

s ∈ [s0, w), and thus iterating, we find that αi(s) ≤ γi(s) for all s ∈ [s0, w)
and all i = 1, . . . , n. Hence, by (ii) of Proposition 4.2, we obtain that αi(s)
is bounded in [s0, w) and then lim

s→w−
α(s) = d = (d1, . . . , dn) and (w,d) ∈ S.

But from the continuity of the αi’s, and the fact that α(s) satisfies (4.1),

we obtain that
n∏
i=1

F̂i(di+1)
wΦ̂i(wdi)

= 1 which implies
n∏
i=1

bi(w,d)
ai(w,d)

> 1. Hence we

conclude that α(s) can be extended to the right of w, a contradiction and
our claim is proved.
Thus the domain of the solution α to (IV )e is [s0,+∞). Now for i =

1, . . . , n, α′
i(s) > 0, and αi(s) ≥ βi(s), for all s ≥ s0. Hence by (i) of propo-

sition 4.2 αi(s) → +∞ as s → +∞. Then αi : [s0,+∞) → [βi(s0),+∞), is a
diffeomorphism onto [βi(s0),+∞), for each i = 1, . . . , n. Also (s,α(s)) sat-
isfies (4.1) for each s ∈ [s0,+∞). This concludes the proof of (i) of Lemma
3.1.

Proof of (ii) of Lemma 3.1. By (4.1), for each i = 1, . . . , n , we have that

Fi(αi+1(s))αi(s)
αi+1(s)Φi(αi(s)s)

= 1, for all s > s0.

Since we can write
fi(αi+1(s))
sφi(αi(s)s)

=
fi(αi+1(s))αi+1(s)

Fi(αi+1(s))
Fi(αi+1(s))αi(s)
Φi(αi(s)s)αi+1(s)

Φi(αi(s)s)
sφi(αi(s)s)αi(s)

,

and

lim
s→∞

fi(αi+1(s))αi+1(s)
Fi(αi+1(s))

= δi + 1 , lim
s→∞

Φi(αi(s)s)
φ(αi(s)s)αi(s)s

=
1
pi
,

we have that (3.4) follows immediately.

Proof of (iii) of Lemma 3.1. We begin the proof by observing that if h :
R
+ → R

+ is continuously differentiable then by an obvious modification in
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Karamata’s theorem, (see [R], page 17, Theorem 0.6), we have that

lim
s→+∞

sh′(s)
h(s)

= E > 0, if and only if lim
s→+∞

h′(σs)
h′(s)

= σE−1,

(4.14)

for all σ > 0. Then, by L’Hôpital’s rule, we find that

lim
s→+∞

h(σs)
h(s)

= σE , for all σ > 0.(4.15)

From this observation the rest of the proof consists in showing that

sα′
i(s)

αi(s)
→ Ei, as s → +∞, for each i = 1, . . . , n.(4.16)

Since α satisfies (4.10) and (4.11) for s large, by computing the derivatives
of the coefficient functions in (4.10), we find that α satisfies

Ai(s)
sα′
i(s)

αi(s)
− Bi(s)

sα′
i+1(s)

αi+1(s)
= −1, for i = 1, . . . , n,(4.17)

where

Ai(s)=
[
1− Φi(sαi(s))

sαi(s)φi(sαi(s))

]
, Bi(s)=

fi(αi+1(s))
sφi(sαi(s))

[
1− Fi(αi+1(s))

αi+1(s)fi(αi+1(s))

]
,

for i = 1, . . . , n.We note that for each fixed s this system has the form (6.2)

and thus it can be solved for sα
′
i(s)
αi(s)

if
n∏
1

Bi(s)
Ai(s)

�= 1. Furthermore using the

AH properties of the φi’s and fi’s functions it can be seen that there exists

s0 > 0 such that
n∏
1

Bi(s)
Ai(s)

�= 1, for all s ≥ s0 (we leave these calculations to the

interested reader). Then, since lim
s→+∞Ai(s) = pi−1

pi
and lim

s→+∞Bi(s) = δi
pi
, by

letting s → +∞ in (4.17), it follows that (4.16) holds true, concluding the
proof of (iii) of Lemma 3.1. This in turn ends the proof of Lemma 3.1.

5. Applications

In this section we wish to show by means of simple examples the applica-
bility of our main theorem. We will denote by Ω the open ball, centered at
0 with radius R > 0 in R

N .

Theorem 5.1. Let φ, ψ : R �→ R be defined by

φ(s) = |s|p2−2s+ sθ1(s) + a|s|p1−2s, p2 > p1 > 1,

ψ(s) = |s|q2−2s+ sθ2(s) + b|s|q1−2s, q2 > q1 > 1,
where a, b are positive constants, and for i = 1, 2, θi : R �→ R, are even
continuous functions with 0 ≤ θi(s), sθi(s) non decreasing for all s > 0,
lim
s→0

sθi(s) = 0, and such that

lim
s→+∞

sθ1(s)
|s|p2−2s

= 0 and lim
s→0

sθ1(s)
|s|p1−2s

= 0,
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lim
s→+∞

sθ2(s)
|s|q2−2s

= 0 and lim
s→0

sθ2(s)
|s|q1−2s

= 0.

Let also f, g : R �→ R by odd continuous functions defined by

f(s) = |s|δ2−1s+ ξ1(s) + c|s|δ1−1s, δ2 > δ1 > 0,

g(s) = |s|µ2−1s+ ξ2(s) + d|s|µ1−1s, µ2 > µ1 > 0,
where c, d are positive constants and for i = 1, 2, ξi : R �→ R, are odd
continuous (not necessarily increasing) functions such that 0 ≤ ξi(s), for all
s > 0, and

lim
s→+∞

ξ1(s)
|s|δ2−1s

= 0 and lim
s→0

ξ1(s)
|s|δ1−1s

= 0,

lim
s→+∞

ξ2(s)
|s|µ2−1s

= 0 and lim
s→0

ξ2(s)
|s|µ1−1s

= 0.

Then, if max{p2, q2} < N , δ2µ2
(p2−1)(q2−1) > 1,

δ1µ1
(p1−1)(q1−1) > 1, and

max
{ p2(q2 − 1) + δ2q2
δ2µ2 − (p2 − 1)(q2 − 1) − N − p2

p2 − 1 ,
q2(p2 − 1) + µ2p2

δ2µ2 − (p2 − 1)(q2 − 1) − N − q2
q2 − 1

}
≥ 0,(5.1)

the problem

(P )




−div(|∇u|p2−2∇u)− div(θ2(|∇u|)∇u)− adiv(|∇u|p1−2∇u)
= |v(x)|δ2−1v(x) + ξ1(v(x)) + c|v(x)|δ1−1v(x), x in Ω

−div(|∇v|q2−2∇v)− div(θ2(|∇v|)∇v)− bdiv(|∇u|q1−2∇v)
= |u(x)|µ−1u(x) + ξ2(u(x)) + d|u(x)|µ1−1u(x), x in Ω,

u(x) = v(x) = 0, x ∈ ∂Ω,

has a componentwise positive radial solution (u, v) of class C1.

Proof. It can be easily shown that the function φ is AH of exponent p2 − 1
at +∞ and of exponent p1 − 1 at zero, while ψ is AH of exponent q2 − 1 at
+∞ and of exponent q1 − 1 at zero. Also, the function f is AH of exponent
δ2 at +∞ and of exponent δ1 at zero, while g is AH of exponent µ2 at +∞
and of exponent µ1 at zero. It only remains to show that condition (H5) is
fulfilled. Indeed, in this case system (AS) is given by

(p2 − 1)E1 − δ2E2 = −p2

−µ2E1 + (q2 − 1)E2 = −q2,

and thus

E1 =
p2(q2 − 1) + δ2q2

δ2µ2 − (p2 − 1)(q2 − 1) and E2 =
q2(p2 − 1) + µ2p2

δ2µ2 − (p2 − 1)(q2 − 1) .
Also,

θ1 =
N − p2
p2 − 1 and

N − q2
q2 − 1 ,

and thus (H5) is given by (5.1) and the result follows directly from Theorem
1.1.
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Remark 5.1. A particular but illustrative case for the functions θi is given
by

θ1(s) =
m1∑
j=1

bj |s|αj−2, θ2(s) =
m2∑
j=1

cj |s|βj−2,

where bj ≥ 0, αj ∈ (p1, p2), j = 1, . . . ,m1 and cj ≥ 0, βj ∈ (q1, q2), j =
1, . . . ,m2. Thus

φ(s) = |s|p2−2s+
m1∑
j=1

bj |s|αj−2s+ a|s|p1−2s

and

ψ(s) = |s|q2−2s+
m2∑
j=1

cj |s|βj−2s+ b|s|q1−2s.

In the next example we show that our method allows us to find existence of
positive solutions to some ∆p, ∆q systems.
For p, q > 1, n, m ∈ N and µ, δ positive real numbers such that µδ �=

(p − 1)n(q − 1)m, define

A :=
δqQm + p(q − 1)mPn
µδ − (p − 1)n(q − 1)m , B :=

µpPn + q(p − 1)nQm
µδ − (p − 1)n(q − 1)m ,

where for any k ∈ N, Pk =
k∑
i=1
(p − 1)i−1 and Qk =

k∑
i=1
(q − 1)i−1. We have

the following existence result.

Theorem 5.2. Let f, g : R �→ R be odd continuous functions such that f
is AH at +∞ of exponent δ > 0 and AH at 0 of exponent δ > 0, g is AH at
+∞ of exponent µ > 0 and AH at 0 of exponent µ > 0. Assume also that
min{µδ, µδ} > (p − 1)n(q − 1)m. Then, if N > max{p, q} and

(5.2)
max

{
A − N − p

p − 1 , (p − 1)n−1A+ pPn−1 − N − p

p − 1 ,

B − N − q

q − 1 , (q − 1)m−1B + qQm−1 − N − q

q − 1
}

≥ 0,

the problem

(S)



(−∆p)nu = f(v); (−∆q)mv = g(u), in Ω,
((∆p)iu)(x) = ((∆q)jv)(x) = 0, i = 0, 1, . . . , n − 1,

j = 0, 1, . . . ,m − 1, x ∈ ∂Ω,

has a nontrivial radially symmetric solution (u(x), v(x)) such that u(x) > 0
and v(x) > 0 for all x ∈ Ω.
Proof. We apply the result in Theorem 1.1 to the problem

(SS)




−∆pui = ui+1, i = 1, . . . , n − 1; −∆pun = f(un+1), in Ω
−∆qun+j = un+j+1, j = 1, . . . ,m − 1, in Ω
−∆qun+m = g(u1), in Ω
ui(x) = 0, i = 1, . . . , n+m, x ∈ ∂Ω.
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By a solution to (SS) we mean a vector function (u1(x), . . . , un+m(x)), x ∈
Ω, that satisfies (SS). Indeed, in this case the functions φi, fi defined by

φi(t) =

{
|t|p−2t for i = 1, . . . , n,
|t|q−2t for i = n+ 1, . . . , n+m,

fi(t) =



t for i = 1. . . . , n − 1, n+ 1, . . . , n+m − 1,
f(t) for i = n,

g(t) for i = n+m,

satisfy the hypotheses of the theorem with δi = 1 for i = 1, . . . , n − 1, n +
1, . . . , n+m−1, δn = δ, δn+m = µ, δi = 1 for i = 1, . . . , n−1, n+1, . . . , n+
m − 1, δn = δ, δn+m = µ, pi = pi = p for i = 1, . . . , n and qi = qi = q for
i = n+1, . . . , n+m. Furthermore, system (AS) for this problem is given by

(p − 1)Ei − Ei+1=−p, i = 1, . . . , n − 1, (p − 1)En − δEn+1=−p

(q − 1)En+i − En+i+1=−q, i = 1, . . . ,m − 1, (q − 1)En+m− µE1=−q

which has the unique solution (E1, . . . , En+m) given by E1 = A, En+1 = B,
Ei = (p − 1)i−1A + pPi−1, i = 2, . . . , n, En+i = (q − 1)i−1B + qQi−1,
i = 2, . . . ,m. Also, θi = N−p

p−1 for i = 1, . . . , n and θi = N−q
q−1 for i =

n + 1, . . . , n + m. Since, as it can be checked, either E1 ≤ . . . ≤ En or
E1 ≥ . . . ≥ En, and En+1 ≤ . . . ≤ En+m or En+1 ≥ . . . ≥ En+m, we
see that hypothesis (5.2) corresponds to hypothesis (H5) in Theorem 1.1.
Hence, according to that theorem, for N > max{p, q}, (SS) will have a
radial solution which is positive componentwise in Ω. The result follows now
by setting u(x) = u1(x) and v(x) = un+1(x).

Remark 5.2. It is interesting to note that if

pPn−1 − N − p

p − 1 ≥ 0 or qQm−1 − N − q

q − 1 ≥ 0

then (5.2) is automatically satisfied. Thus for instance, if p = q = 2, n, m >
1, then Pn−1 = n − 1 and Qm−1 = m − 1, and we have that the problem


(−∆)nu = f(v); (−∆)mv = g(u), in Ω
u(x) = ((∆)iu)(x) = v(x) = ((∆)jv)(x) = 0, x ∈ ∂Ω,
i = 1, . . . , n − 1, j = 1, . . . ,m − 1,

has a non trivial radial positive componentwise solution (u, v) whenever

max{2n, 2m} ≥ N > 2

for any choice of µ, µ, δ, δ satisfying µδ > 1 and µδ > 1.

Our last application illustrates the Remark 3.1 following the proof of Theo-
rem 1.1. It is known from [SZ], Theorem 1.1, that the problem

(DD)

{
−∆u = |v|δ−1v; −∆v = |u|µ−1u, in R

N,

u(x) ≥ 0, v(x) ≥ 0, x ∈ R
N,
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where δ > 0, µ > 0 does not possess non trivial positive radially symmetric
solution if

N

δ + 1
+

N

µ+ 1
> N − 2,

and thus we have the following existence result.

Theorem 5.3. Let f, g : R �→ R be odd continuous functions such that f
is AH at +∞ of exponent δ > 0 and AH at 0 of exponent δ > 0, g is AH
at +∞ of exponent µ > 0 and AH at 0 of exponent µ > 0 with µδ > 1. Let
also p, q > −1 be such that δµ > (p+ 1)(q + 1). Then, if

N

δ + 1
+

N

µ+ 1
> N − 2,(5.3)

the problem

(DL)




−div((log(1 + |∇u|))p∇u) = f(v), x ∈ Ω,
−div((log(1 + |∇u|))q∇v) = g(u), x ∈ Ω,
u(x) = v(x) = 0, x ∈ ∂Ω,

has a non trivial radially symmetric solution (u, v) such that u(x) > 0 and
v(x) > 0 for all x ∈ Ω.
Proof. For this problem we have that φ1(s) = (log(1 + |s|))ps and φ2(s) =
(log(1+ |s|))qs are AH at +∞ of exponent 1 and AH at 0 of exponents p+1
and q + 1 respectively. Moreover, the limiting problem at infinity is (DD)
and thus the result follows.

Remark 5.3. We observe that for (DL) condition (H5) of Theorem 1.1
becomes

max
{ δ + 1
δµ − 1 ,

µ+ 1
δµ − 1

}
≥ N − 2.

Thus condition (5.3) above improves the set of δ, µ values for which existence
of positive solutions is guaranteed by Theorem 1.1.

Finally, for related existence results of positive solutions for the case p =
q = 0, in (DL), see [PvV] and [vV].

6. Appendix

Here we briefly consider the solutions to the system (AS), which for con-
venience of the reader we repeat here.

(AS) (pi − 1)Ei − δi+1Ei+1 = −pi for i = 1, . . . , n.

This system is a particular case of the system

aiXi − biXi+1 = −ci, for(6.1)

where ai, bi, ci are constants and which has played an important role in this
paper.
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It can be easily verified that if ai �= 0, i = 1, . . . , n and
n∏
i=1

bi
ai

�= 1, then
(6.1) has the unique solution X= (X1, . . . , Xn)

Xi =

ci
ai
+
n−1∑
k=1

[ ci+k
ai+k

k−1∏
*=0

bi+*
ai+*

]
n∏
j=1

bj
aj

− 1
, i = 1, . . . , n,(6.2)

with the usual convention that an+k = ak, bn+k = bk and cn+k = ck for
k = 1, . . . , n. Clearly if ai > 0, bi > 0, ci > 0, i = 1, . . . , n, then Xi > 0 for

all i = 1, . . . , n. Hence, if pi > 1, δi > 0 and
n∏
i=1

δi >
n∏
i=1
(pi − 1) then (AS)

has the unique solution E = (E1, . . . , En)

Ei =

pi
pi − 1 +

n−1∑
k=1

[ pi+k
pi+k − 1

k−1∏
*=0

δi+*
pi+* − 1

]
n∏
j=1

δj
pj − 1 − 1

, i = 1, . . . , n,(6.3)

such that Ei > 0, i = 1, . . . , n.
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