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Abstract. We construct solutions exhibiting a single spike-layer shape around some point of
the boundary as ε→ 0 for the problem{

ε24u− u+ up = 0 in Ω,
u > 0 in Ω,
∂u
∂ν

= 0 on ∂Ω,
(0.1)

where Ω is a bounded domain with smooth boundary in RN , p > 1, and p < N+2
N−2

if N ≥ 3. Our

main result states that given a topologically nontrivial critical point of the mean curvature function
of ∂Ω, for instance, a possibly degenerate local maximum, local minimum, or saddle point, there is
a solution with a single local maximum, which is located at the boundary and approaches this point
as ε→ 0 while vanishing asymptotically elsewhere.
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1. Introduction. In this paper, we are concerned with the following singularly
perturbed problem: 

ε2∆u− u+ up = 0 in Ω,

u > 0 in Ω,

∂u

∂v
= 0 on ∂Ω,

(1.1)

where Ω ⊂ RN is a smooth, not necessarily bounded domain; ε > 0; and 1 < p <
(N + 2)/(N − 2) if N ≥ 3 and p > 2 if N = 2.

Equation (1.1) arises from various applications. For instance, it can be regarded
as that satisfied by stationary solutions for the Keller–Segal system in chemotaxis (see
[14], [17], [19]) and the Gierer–Meinhardt system in biological pattern formation (see
[12], [21]).

In [17], Lin, Ni, and Takagi first studied the problem of existence of least-energy
solutions. Subsequently, Ni and Takagi in [19] and [21] showed that the least-energy
solution uε has a unique local maximum point Pε, which is located on ∂Ω. Moreover,
uε → 0 in C1

loc(Ω\Pε) and uε(Pε) → α > 0 as ε → 0. Such a family of solutions
is usually called a boundary spike-layer. Moreover, they are able to locate the spike
by establishing that Pε approaches the most curved part of ∂Ω, namely, H(Pε) →
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64 MANUEL DEL PINO, PATRICIO L. FELMER, AND JUNCHENG WEI

maxP∈∂ΩH(P ), where H is the mean curvature. Later Wei studied general boundary
spike solutions in [23] and showed that for any solution with single peak Pε on ∂Ω,
∇τPεH(Pε)→ 0, where ∇τPε denote the tangential gradient at Pε ∈ ∂Ω. On the other
hand, if P0 ∈ ∂Ω, ∇τP0

H(P0) = 0 and the matrix (∇2
τP0
H(P0)) is nonsingular, then

there exists for ε sufficiently small, solution uε of (1.1) with a single peak approaching
P0. The degenerate case was left open.

In [21], Ni and Takagi constructed boundary spike solutions in the case when
Ω is axially symmetric. Gui [10] has studied the case when H(P ) has a possibly
degenerate local maximum at P0, also constructing multiple-peak solutions at given
local maximum points of H(P ). In the single peak case, the result in [10] states that
for any set Λ ⊂ ∂Ω, open relative to ∂Ω, such that

max
P∈Λ

H(P ) > max
P∈∂Λ

H(P )(1.2)

there exists a family of solutions with a single global maximum point which approaches
a local maximum point of H(P ) in Λ.

In this paper, we will show that a spike-layer family indeed exists concentrating at
any topologically nontrivial critical point-region, a variational linking notion first in-
troduced in [5] in the framework of concentration phenomena in nonlinear Schrödinger
equations.

This notion includes, for instance, the case of local maxima or local minima of
the mean curvature of the boundary, in the same sense as in (1.2), and also that of
a possibly degenerate saddle-point. More precisely, we can consider a local situation
on a set Λ ⊂ ∂Ω where a change of topology of the level sets of H(P ) occurs. If c is
the level at which this change takes place in a sense to be made precise below, then
a boundary-spike family of solutions exists, with maxima Pε ∈ Λ so that H(Pε)→ c.

Since we do not want to restrict ourselves to the case of a homogeneous nonlin-
earity, we will consider the more general semilinear Neumann problem

ε2∆u− u+ f(u) = 0 in Ω,

u > 0 in Ω,

∂u

∂v
= 0 on ∂Ω,

(1.3)

where ε is a small positive number. f : R→ R satisfies the conditions (f1)–(f5) below:
(f1) f ∈ C1(R), f(t) ≡ 0 for t ≤ 0, and f(t)→ +∞ as t→ +∞.
(f2) For t ≥ 0, f admits the decomposition in C1(R)

f(t) = f1(t)− f2(t),

where (i) f1(t) ≥ 0, f2(t) ≥ 0 with f1(0) = f ′1(0) = f2(0) = f ′2(0) = 0; and

(ii) there is a q ≥ 1 such that f1(t)
tq is nondecreasing in t > 0, where as f2(t)

tq

is nonincreasing in t > 0.
(f3) |f ′(t)| ≤ a1 + a2t

p−1 for some positive constants a1, a2 and 1 < p < (N+2
N−2 )+.

(f4) There exists η ∈ (0, 1
2 ) such that F (t) ≤ ηtf(t), t ≥ 0, where F (t) =

∫ t
0
f(s)ds.

To state the last condition, as in [20], we consider the problem in the whole
space  ∆w − w + f(w) = 0, w > 0 in RN ,

w(0) = max
x∈RN

w(x) and w(x)→ 0 as |x| → +∞.(1.4)
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MEAN CURVATURE 65

It is well known that (1.4) has a solution w, and w is radial and unique (see
[13], [4], [15]). The last condition is stated in (f5).

(f5) L = ∆− 1 + f ′(w) is invertible over H2
r (RN ) = {u ∈ H2 : u(x) = u(|x|)}.

We note that the function

f(t) = tp − atq for t ≥ 0, 1 < q < p

with p subcritical and a ≥ 0 satisfies all the assumptions (see [20]).
Let H(P ) be the mean curvature function at P ∈ ∂Ω. In what follows, we state

precisely our assumption on Ω and H. We assume that Ω is a smooth, not necessarily
bounded domain in RN , and that there is an open and bounded set Λ ⊂ ∂Ω with
smooth boundary ∂Λ and closed subsets of Λ, B, B0 such that B is connected and
B0 ⊂ B. Let Γ be the class of all continuous functions φ : B → Λ with the property
that φ(y) = y for all y ∈ B0. Assume that the max-min value

c = sup
φ∈Γ

min
y∈B

H(φ(y))(1.5)

is well defined and additionally that
(H1)

min
y∈B0

H(y) > c.

(H2) For all y ∈ ∂Λ such that H(y) = c, there exists a direction T̂ , tangent to ∂Λ
at y so that

∇H(y) · T̂ 6= 0.

Note that ∂Λ ⊂ ∂Ω is an (N − 2)-dimensional set.
Standard deformation arguments show that these assumptions ensure that the

max-min value c is a critical value for H(P ) in Λ, which is topologically nontrivial
(therefore, our results cover that of [10] in the single peak case). In fact, assumption
(H2) “seals” Λ so that the local linking structure described indeed provides critical
points at the level c in Λ, possibly admitting full degeneracy.

It is not hard to check that all these assumptions are satisfied in a general local
maximum, local minimum, or saddle-point situation, not necessarily nondegenerate
or isolated. Our main result asserts that there is a family of solutions to problem
(1.1) concentrating around a critical point at the level c of H in Λ.

Theorem 1.1. Suppose f satisfies (f1)–(f5) and the mean curvature function H
satisfied (H1) and (H2). Then there exists ε0 > 0 such that when ε ≤ ε0, problem
(1.3) has a solution uε with the property that

(i) uε has exactly one local maximum point xε and xε ∈ Λ;
(ii) limε→0H(xε) = c;
(iii) limε→0 uε(xε + εx) = w(x) and there exist positive constants c, δ such that

0 < uε(x) ≤ c exp

(
−δ|x− xε|

ε

)
, x ∈ Ω.

Here w is the unique solution of (1.4).
The proof of this result makes use of ideas developed in [20] and [23] and a

variational scheme similar to that in [5], where it is constructed as a bound state for
the semiclassical Schrödinger equation

ε2∆u− V (x)u+ up = 0 in RN ,
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66 MANUEL DEL PINO, PATRICIO L. FELMER, AND JUNCHENG WEI

exhibiting concentration near topologically nontrivial critical points of V (x); see also
the work of the authors in [9]. Related results in this direction can be found in [6]
and [7].

We have recently learned that Li [16] has considered, in the case of a bounded
domain, a different notion of nontriviality not variational in nature. This notion is
implied by our assumptions (H1)–(H2) in case the curvature is C1. Thus, in case
f(s) = up, with p superlinear and subcritical, and for a bounded domain, our result
is a consequence of the results in [16]. However, Li’s method, relying on a finite-
dimensional Lyapunov–Schmidt reduction, is very different from ours.

On the other hand, our method is also applicable to obtain partial localization
results even in case H is not C1.

Finally, we remark that when p = N+2
N−2 , problem (1.1) has been studied in [1], [2],

[3], [11], [18], and [22], among others.
The rest of this paper will be devoted to the proof of Theorem 1.1. In section 2,

we define a modified functional which satisfies the Palais–Smale (P.S.) condition and,
roughly speaking, permits us to restrict ourselves to what happens in Λ. We then
define a min-max value and by using assumption (H1) we prove that there is a critical
point for the modified functional with this value. In section 3 by using assumption
(H2) we prove that the critical point so found is actually a critical point of the original
functional and we conclude the proof of Theorem 1.1.

2. Preliminary results and set-up of a min-max scheme. In this section,
we first define a modified functional and state some preliminary results. We then set
up a variational scheme and obtain a critical point for the modified functional.

Let f : R→ R satisfying (f1)–(f5). We first define an “energy” functional

Iε(u) =
1

2

∫
Ω

ε2|∇u|2 + u2 −
∫

Ω

F (u),

where u ∈ H1(Ω), F (u) =
∫ u

0
f(s)ds.

As in [5], we now define a modification of this functional which satisfies the P.S.
condition and for which we find a critical point via an appropriate min-max scheme.

Let µ = 1
η , where η is defined by (f4). Let R > µ

µ−2 . Let a > 0 be the value at

which f(a)/a = 1/R. Set

f̄(s) =


f(s) if s ≤ a,
1

R
s if s > a.

The following technical lemma is stated in [10] and can be proved by using local
coordinate systems for ∂Λ.

Lemma 2.1. There exists a subdomain ∂Ω0 ⊂ Ω such that ∂Ω0 ∩ ∂Ω = Λ and
∂Ω+

0 := ∂Ω0\∂Ω is smooth and orthogonal to ∂Ω at ∂Λ.
We now define

g(·, s) = χΩ0f(s) + (1− χΩ0)f̄(s) and G(x, ξ) =

∫ ξ

0

g(x, τ)dτ,

where χΩ0
denotes the characteristic function of Ω0.

First we note that g is a Carathéodory function. In addition one can check that
(f1)–(f4) implies that g satisfies the following conditions:
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MEAN CURVATURE 67

(g1) g(x, t) = 0 for t ≤ 0 and g(x, t)→∞ as t→∞.
(g2) g(x, t) = o(t) near t = 0 uniformly in x ∈ Ω.
(g3) g(x, t) = O(tp) as t→∞ for 1 < p < N+2

N−2 if N ≥ 3 and no restriction on p if
N = 1, 2.

(g4) (i) G(x, t) ≤ µg(x, t)t ∀x ∈ Ω0, t > 0

and

(ii) 2G(x, t) ≤ g(x, t)t ≤ 1
R t

2 ∀t ∈ R+, x 6∈ Ω0.
Consider the modified functional

Jε(u) =
1

2

∫
Ω

ε2|∇u|2 +
1

2

∫
Ω

u2 −
∫

Ω

G(x, u), u ∈ H1(Ω),

whose critical points correspond to solutions of the equation
ε2∆u− u+ g(u, x) = 0 in Ω,

∂u

∂v
= 0 on ∂Ω.

(2.1)

As in [5], Jε satisfies the P.S. condition whether Ω is bounded or not. We observe
that a solution to (2.1) which satisfies that u ≤ a on Ω\Ω0 will also be a solution of
(1.3). We will define a min-max quantity for Jε which will yield a solution to (2.1)
which turns out to be a solution for (1.3) and thus will be the solution announced by
Theorem 1.1.

To this end, we consider the solution manifold of (2.1) defined as

Mε =

{
u ∈ H1(Ω)\{0}|

∫
Ω

(ε2|∇u|2 + u2) =

∫
Ω

g(x, u)u

}
.(2.2)

All nonzero critical points of Jε of course lie on Mε. Reciprocally, it is standard
to check that critical points of Jε constrained to this manifold are critical points of
Jε on H1(Ω).

Let w be the unique solution of (1.4) and let us consider its energy

I(w) =
1

2

∫
RN

(|∇w|2 + w2)−
∫
RN

F (w).(2.3)

For P ∈ ∂Ω, we define wPε as

wPε = tε,Pw

(
x− P
ε

)
∈Mε,

with tε,P > 0. Let us consider the center of mass of a function u ∈ L2(Ω) defined as

β(u) =

∫
Ω0
xu2dx∫

Ω
u2dx

.(2.4)

For P ∈ B, it is easy to see that β(wPε ) = P +O(ε). Hence, there exists a continuous

function τε(P ) such that τε(P ) = P + O(ε) and β(w
τε(P )
ε ) = P for P ∈ B. We now

define

wε,P = wτε(P )
ε .
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68 MANUEL DEL PINO, PATRICIO L. FELMER, AND JUNCHENG WEI

Hence we have β(wε,P ) = P ∀ P ∈ B, and by similar arguments as in Proposition 3.2
in [19] we find that, ∀ P ∈ B,

Jε(wε,P ) = εN
{

1

2
I(w)− γε(N − 1)H(P ) + o(ε)

}
,(2.5)

where

γ :=
1

N + 1

∫
RN

+

w′(y)2yNdy.(2.6)

We now consider the class Γε of all continuous maps ϕ : B →Mε such that

ϕ(y) = wε,y ∀y ∈ B0,

and we define the min-max value Sε as follows:

Sε = inf
ϕ∈Γε

sup
y∈B

Jε(ϕ(y)).(2.7)

We note that

Sε ≥ sup
y∈B0

Jε(wε,y)(2.8)

and

Sε = inf
ϕ∈Γε

sup
y∈B

Jε(ϕ(y)) ≤ sup
y∈B

Jε(wε,y).(2.9)

Hence by (2.5), (2.8), and (2.9), we have

lim
ε→0

ε−NSε =
1

2
I(w).(2.10)

The following is the key result of this section. It implies that Sε is a critical value
for Jε.

Lemma 2.2. For ε sufficiently small, we have

Sε > sup
y∈B0

Jε(wε,y).(2.11)

In the rest of this section, we prove Lemma 2.2. To this end we will first prove a
version of a result of Ni and Takagi for the modified functional Jε (see Proposition 2.1
in [20]).

Lemma 2.3. Let Ω1 ⊂ Ω be a subdomain such that ∂Ω1∩∂Ω = Λ1 is open relative
to ∂Ω and ∂Ω+

1 := ∂Ω1\∂Ω is smooth and orthogonal to ∂Ω at ∂Λ1. We define

gΩ1
(x, u) = χΩ1

f(u) + (1− χΩ1
)f̄(u), GΩ1

(x, u) =

∫ u

0

gΩ1
(x, s)ds,

and

Jε,Ω1
(u) =

1

2

∫
Ω

ε2|∇u|2 +
1

2

∫
Ω

u2 −
∫

Ω

GΩ1
(x, u).
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MEAN CURVATURE 69

Suppose that uε is a solution of
ε2∆u− u+ gΩ1(x, u) = 0 in Ω,

u > 0 in Ω,

∂u

∂v
= 0 on ∂Ω,

(2.12)

such that

ε−NJε,Ω1
(uε)→ 1

2
I(w).(2.13)

Then we have

Jε,Ω1(uε) = εN
{

1

2
I(w)− γε(N − 1)H(xε) + o(ε)

}
,(2.14)

where xε ∈ ∂Ω1 ∩ ∂Ω is the maximum point of uε and γ is defined by (2.6). In
particular,

Jε,Ω1
(uε) ≥ εN

{
1

2
I(w)− εγ max

x∈∂Ω1∩∂Ω
(N − 1)H(x) + o(ε)

}
.(2.15)

Before going into the proof of Lemma 2.3 we state and prove a corollary that will
be useful later.

Corollary 2.1. Let ε = εk → 0 and uε ∈ Mε,Ω1
be a family of functions such

that

lim sup
ε→0

ε−NJε,Ω1
(uε) ≤ 1

2
I(w),(2.16)

where

Mε,Ω1
=

{
u ∈ H1(Ω)\{0}|

∫
Ω

(ε2|∇u|2 + u2) =

∫
Ω

gΩ1
(x, u)u

}
.

Let xε = β(uε) be the center of mass of uε; then xε → ∂Ω, and if x̄ is an accumulation
point of {xε}, the following estimate holds:

Jε,Ω1(uε) ≥ εN
{

1

2
I(w)− γε(N − 1)H(x̄) + o(ε)

}
.(2.17)

Proof. Passing to a subsequence we can assume that xε → x̄. Let us consider the
modified center of mass defined as

β̄(u) =

∫
Bδ(x̄)

xu2

εN
∫
RN

w2
.

Given δ > 0 we then have that

β̄(uε) ∈ Bδ(x̄)(2.18)
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70 MANUEL DEL PINO, PATRICIO L. FELMER, AND JUNCHENG WEI

∀ small ε. In fact, using a concentration-compactness-type argument similar to the one
given in Lemma 1.1 in [5], we find R > 0, a subsequence ε→ 0, and yε ∈ Ωε = ε−1Ω
such that ∫

BR(yε)

v2
ε ≥ σ > 0,

where vε(x) = vε(εx).
Let us assume first that dist(yε, ∂Ωε)→∞. Since vε is bounded in H1(Ωε), given

δ > 0 there exists r > 0 such that∫
Br+1(0)\Br(0)

|∇uε|2 + u2
ε ≤ δ.

Then we choose an appropriate cut-off function ψ so that ψ = 1 on Br(0) and ψ = 0
on Br+1(0) and we find

uε = ψuε + (1− ψ)uε = wε + vε.

If we choose δ small enough, we find that for both vε and wε we can find t1ε, t
2
ε very

close to 1 so that w̃ε = t1εwε and ṽε = t2εvε are in Mε,Ω1 . But this implies that lim inf
Jε,Ω1(uε) ≥ I(w), contradicting the hypothesis.

Therefore, we must have that dist(yε, ∂Ωε) ≤ C. We can assume that yε ∈ ∂Ωε.
By the argument given above, taking a sequence δn → 0 and using (2.16) we find a
subsequence uε = vε + wε with wε → 0.

Finally, using the minimizing character of this sequence uε and Ekeland’s varia-
tional principle we find that uε(xε+εy) converges in H1-sense to a least energy critical
point w of the limiting functional I given in (2.3) in the half space. We certainly have
that xε + εyε → x ∈ ∂Ω, thus proving (2.18).

Then we have

Jε,Ω1
(uε) ≥ inf{Jε,Ω1

(u) | u ∈Mε,Ω1
, β̄(u) ∈ Bδ(x̄)}.

Since the functional Jε,Ω1
satisfies the P.S. condition, it follows that the latter number

is attained at some function ūε ∈ H1(Ω). Working out a first variation with test
functions supported outside Bδ(x̄), we see that ūε satisfies the equation

ε2∆ūε − ūε + gΩ1
(x, ūε) = 0 in Ω\Bδ(x̄).

Again, if we set vε(y) = ūε(x̄ε + εy) with x̄ε = β(ūε), then vε converges in the H1-
sense to w in the half space. In particular, elliptic estimates applied to the above
equation imply that ūε goes to zero uniformly, away from the ball Bδ(x̄). Thus we
have that

Jε,Ω1(ūε) = Jε,Ω1∩B2δ(x̄)(ūε)

and also ūε ∈ Mε,Ω1∩B2δ(x̄). Let us consider a set Ωδ so that Ω1 ∩ B2δ(x̄) ⊂ Ωδ ⊂
Ω1 ∩B3δ(x̄), satisfying the hypotheses of Lemma 2.3. Then we obtain

Jε,Ω1(ūε) ≥ inf
u∈Mε,Ωδ

Jε,Ωδ(u).

However the latter number can be estimated from below using Lemma 2.3. Doing so
we have

Jε,Ω1
(ūε) ≥ εN

{
1

2
I(w)− εγ max

x∈∂Ωδ∩∂Ω
(N − 1)H(x) + o(ε)

}
.
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MEAN CURVATURE 71

To obtain (2.17), we first use the continuity of H to choose δ and then we choose ε
small enough, according to (2.15). This finishes the proof.

Now we will give a proof of Lemma 2.3. We start with some preliminaries.
Proof of Lemma 2.3. Since uε satisfies (2.12) and ε−NJε,Ω1(uε) is bounded,

uε converges locally in the H1 sense to a solution of the limiting equation. Then
a concentration-compactness argument gives that ‖ũε − w‖H1(Ωε,zε ) → 0 for some

zε ∈ Ω, where

Ωε,P = {y|εy + P ∈ Ω}, P ∈ Ω,

and ũε(y) = uε(εy + zε). Moreover, because of (2.13) we have that d(zε,∂Ω)
ε ≤ C

and zε ∈ Ω1 (otherwise, the energy of uε will be at least of the order of εNI(w); see
Lemma 1.1 in [5]). Observe that uε satisfies

ε2∆uε − uε + f(uε) + hε = 0,(2.19)

where hε = (1 − χΩ1
)(f̄(uε) − f(uε)). Hence hε = o(1) uniformly and ũε → w in a

C1
loc sense. Furthermore, there exist constants α, β > 0 such that

ũε(y) ≤ α exp(−β|y|).

Next, an argument given in [19] shows that uε has only one local maximum point xε
and xε ∈ ∂Ω1 ∩ ∂Ω.

We now consider two cases. Let b > 0 so that w(b) = a.
Case 1. If lim infε→0d(xε, ∂Ω+

1 )/ε > b, then uε satisfies

ε2∆uε − uε + f(uε) = 0,

and then, by Proposition 2.1 in [20], we have that

Jε,Ω1(uε) = εN
{

1

2
I(w)− γε(N − 1)H(xε) + o(ε)

}
,

finishing the proof of the lemma.
Case 2. lim infε→0d(xε, ∂Ω+

1 )/ε ≤ b. We see first that we can assume that lim
infε→0 d(xε, ∂Ω+

1 )/ε = b since the contrary, together with the convergence of ũε to w,
implies a contradiction with (2.13).

To prove the lemma in this case we need some work. We next consider some
notation. Let x̄ε ∈ ∂Ω+

1 be such that d(xε, ∂Ω+
1 ) = |xε − x̄ε|. Then since ∂Ω+

1 is
orthogonal to ∂Ω at Λ1, we have that the projection of x̄ε onto ∂Λ1, which we call
x̄pε , satisfies

|xε − x̄pε |
ε

→ b and
|x̄ε − x̄pε |

ε
→ 0.(2.20)

Without loss of generality, we can assume that νxε = −eN , where νxε denotes the
exterior normal at xε and that x̄ε = d(xε, ∂Ω+

1 )eε1, where eε1 → e1 as ε→ 0.
Set x = xε + εy, Ωε = {y : xε + εy ∈ Ω}. For notational convenience in the

rest of the paper, given a function p : Ω → R, we denote by p̃ the function defined
on Ωε as p̃(y) = p(x). We observe that support of the function h̃ε is contained in
Bδε((x̄ε − xε)/ε)∩Ωε, where δε → 0. This fact follows from the uniform convergence
of ũε to w and the exponential decay of w at infinity.
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72 MANUEL DEL PINO, PATRICIO L. FELMER, AND JUNCHENG WEI

Now we will study the asymptotic behavior of uε. First we define the function φε
as

uε(x) = wε(x) + εφε, x ∈ Ω,(2.21)

where wε(x) = w(x−xεε ). It is our goal to study the behavior of the function φε. The
next lemma provides an important estimate.

Lemma 2.4. For ε sufficiently small, we have

‖h̃ε‖L1(Ωε) ≤ o(ε).(2.22)

Proof. We multiply the equation satisfied by ũε (see (2.19)) by ∂ũε
∂y1

and integrate
by parts to obtain ∫

Ωε

h̃ε
∂ũε
∂y1

=

∫
∂Ωε

{
F (ũε)− 1

2
ũ2
ε

}
ν1dy,

where ν1 is the first component of the normal vector. To estimate the right-hand
side of the above equality we give a local representation of the boundary near the
origin and find that ν1 = ε

∑N−1
i=1 αiyi + O(ε2). On the other hand, from the radial

symmetry of w we have that∫
∂RN

+

{
F (w)− 1

2
w2

}
yidy = 0 for i = 1, . . . , N − 1.(2.23)

Then ∫
∂Ωε

{
F (ũε)− 1

2
ũ2
ε

}
ν1dy = o(ε).(2.24)

To finish we observe that since supp(h̃ε) ⊂ B2δε(be1), for small ε, we have that
∂ũε
∂u1
→ ∂w

∂y1
(be1) 6= 0 for all y ∈ supp(h̃) and hence∫

Ωε

h̃ε = o(ε),

proving (2.22).
Next we study the behavior of the function φ̃ε. We see that φ̃ε satisfies the

equation 
∆φ̃ε − (1 + dε)φ̃ε + f ′(w)φ̃ε +

h̃ε
ε

= 0 in Ωε,

∂φ̃ε
∂ν

= −1

ε

∂w

∂ν
on ∂Ωε,

(2.25)

where

dε =
1

εφ̃ε
(f(ũε)− f(w))− f ′(w).

We observe that dε → 0 uniformly and we note that w̃ε = w.
A local representation of Ω near xε is considered next. There is R > 0 and

a neighborhood Nε of xε so that (y′, yN ) ∈ Nε ∩ Ω if and only if yN > ρε(y
′),
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MEAN CURVATURE 73

y′ ∈ B(0, R), ρε(0) = xε, and ∇ρε(0) = 0. We observe that if xε → x0 as ε→ 0, then
ρε → ρ in C3 uniformly, where ρ is a local representation of the boundary centered
at x0.

Now we get an asymptotic formula for the normal derivative of w. We find, for
y ∈ B(0, Rε ), that

∂w

∂ν
(y, ρ̃ε(y)) =

εw′(|y|)
2|y| (ρε)ijyiyj + o(ε),(2.26)

where (ρε)ij denotes the partial derivatives of ρε at 0. Here and in what follows we
use the Einstein convention for summations.

In studying the behavior of φ̃ε we need the limiting equation
∆φ− φ+ f ′(w)φ = 0 in RN+ ,

∂φ̂

∂yN
= −w

′(|y|)
2|y| ρijyiyj on ∂RN+ .

(2.27)

We have the following lemma.
Lemma 2.5. There is 1 < q < N/(N −1) so that ‖φ̃ε‖Lq(Ωε) is bounded and there

are constants α, β, R0 > 0 so that

|φ̃ε(y)| ≤ α exp(−β|y|) for |y| > R0.(2.28)

Moreover,

‖φ̃ε − φ̃0‖Lq(Ωε) → 0,(2.29)

where φ̃0 ∈ H1(RN+ ) is the solution to (2.27).

Proof. Let us assume that ‖φ̃ε‖Lq(Ωε) is not bounded and define the function

φ̂ε = φ̃ε/‖φ̃ε‖Lq(Ω)ε). Then φ̂ε satisfies
∆φ̂ε − (1 + dε)φ̂ε + f ′(w)φ̂ε + ĥε = 0 in Ωε,

∂φ̂ε
∂ν

= nε on ∂Ωε,

(2.30)

where ĥε = h̃ε/ε‖φ̃ε‖Lq(Ωε) → 0 in the L1 sense and

nε = −1

ε

∂w

∂ν
/‖φ̃ε‖Lq(Ωε).

We observe that nε → 0 uniformly and that it satisfies an estimate of the form

|nε(y)| ≤ αε exp(−β̄|y|) for y ∈ ∂Ωε(2.31)

for some constants αε, β̄ > 0, and αε → 0.
We recall that supp(h̃ε) ⊂ B2δε(be1), with δε → 0. Thus, standard elliptic esti-

mates and comparison arguments, using the facts just mentioned and that ‖ĥε‖Lq(Ωε)
is bounded, yield the existence of constants R0, α, β > 0 such that

|φ̂ε(y)| ≤ α exp(−β|y|) for |y| > R0.(2.32)
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74 MANUEL DEL PINO, PATRICIO L. FELMER, AND JUNCHENG WEI

Since ‖∆φ̂ε‖L1(Ωε) ≤ C, a well-known elliptic estimate yields that

‖φ̂ε‖W 1,q(Ωε∩BR0
(0)) ≤ CR0

.(2.33)

By the boundedness of φ̂ε in Lq we have that for a subsequence φ̂ε ⇀ φ̂ weakly in Lq.
Now, (2.32) and (2.33) implies that this convergence is strong in Lq, in particular,

φ̂ 6= 0. Moreover, φ̂ ∈W 1,q(RN+ ), it satisfies
∆φ̂− φ̂+ f ′(w)φ̂ = 0 in RN+ ,

∂φ̂

∂yN
= 0 on ∂RN+

(2.34)

and

|φ̂(y)| ≤ α exp(−β|y|) for |y| large.(2.35)

We observe that ∇w(0) = 0 and that ∇uε(xε) = 0; then ∇φ̂ε(0)→ ∇φ̂(0) = 0. Thus
hypothesis (f5) and the argument given in the proof of Lemma 4.6 of Ni and Takagi

[20] imply that φ̂ ≡ 0, which is a contradiction.
Next we can give a similar argument to obtain that the family φ̃ε satisfies (2.28)

and that, if φ̃0 is the solution of (2.27), then

‖φ̃ε − φ̃0‖Lq(Ωε) → 0,(2.36)

finishing the proof of Lemma 2.5.
Proof of Lemma 2.3 (finished). We have

ε−NJε,Ω1(uε) =

∫
Ωε

1

2
(|∇ũε|2 + ũ2

ε)− F (ũε)− F (ũε) +

∫
Ωε\Ω1ε

F̄ (ũε)− F (ũε).

= I1 + I2

We first estimate integral I2. It follows from hypothesis (f5) and Lemma 2.4 that

|I2| =
∫

Ωε

(1− χΩ1ε)(F (ũε)− F̄ (ũε))

=

∫
Ωε

(1− χΩ1ε
)

∫ ũε

0

(f(s)− f̄(s))ds

≤
∫

Ωε

(1− χΩ1ε
)
f(ũε)− f̄(ũε)

ũε

ũ2
ε

2
= o(ε).(2.37)

Next we study I1; for that purpose, we write

I1 =

∫
Ωε

1

2
(|∇w|2 + w2)− F (w) +

+ ε

∫
Ωε

{∇w · ∇φ̃ε + wφ̃ε − f(w)φ̃ε}+ Eε = I ′1 + I ′2 + Eε.(2.38)

A direct computation using the properties of w yields

I ′1 =
1

2
I(w)− γε(N − 1)H(xε) + o(ε).(2.39)
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MEAN CURVATURE 75

Using integration by parts and the equation satisfied by w we find

I ′2 = ε

∫
∂Ωε

∂w

∂ν
φ̃ε = o(ε),(2.40)

where the last equality follows from (2.26) and the fact that εφ̃ε → 0 uniformly.
Finally we consider Eε: using Taylor expansion we have

Eε = ε2

{∫ 1

0

(1− t)
(∫

Ωε

|∇φ̃ε|2 + φ̃2
ε − f ′(w + tεφ̃ε)φ̃

2
ε

)
dt

}
.(2.41)

For a given large R, we obtain

ε

∫
Ωε

|∇φ̃ε|2 = ε

∫
Ωε∩BR(0)

|∇φ̃ε|2 + ε

∫
∂(Ωε∩BR(0))

∇φ̃ε · νφ̃ε

− ε
∫

Ωε∩BR(0)c
∆φ̃εφ̃ε.(2.42)

The first and second term on the right-hand side above go to zero because εφ̃ε → 0
in C1

loc and φ̃ε ∈ W 1,q
loc (Ωε). Next, using the equation for φ̃ε and (2.28) we find that

the third term also converges to 0, so we conclude that

ε

∫
Ωε

|∇φ̃ε|2 = o(1).(2.43)

Using similar arguments we treat the other terms appearing in (2.41). Thus we finally
obtain that Eε = o(ε), finishing the proof.

Proof of Lemma 2.2. Suppose (2.11) is not true; then

Sε = sup
y∈B0

Jε(wε,y).(2.44)

Hence

Sε = εN
{

1

2
I(w)− γε min

y∈B0

(N − 1)H(y) + o(ε)

}

≤ εN
{

1

2
I(w)− γε(c+ δ) + o(ε)

}
,

where c+δ ≤ miny∈B0 H(y) for some δ > 0 (by assumption (H1)). Then, by definition
of Sε there exists ϕε ∈ Γε such that

Jε(ϕε(y)) ≤ εN
{

1

2
I(w)− γε

(
c+

δ

2

)
+ o(ε)

}
∀ y ∈ B.(2.45)

Take a sequence εn → 0 and denote ϕεn = ϕn. Let Λ+ be a small fixed neighborhood
of Λ and π : Λ+ → Λ a continuous map which equals the identity on Λ. Define
φn(y) = π(β(ϕn(y))) for y ∈ B, where β is the center of mass defined in (2.4). We
claim that for large n we have

β(ϕn(y)) ∈ Λ+ and H(φn(y)) ≥ c+
δ

4
∀ y ∈ B.(2.46)
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76 MANUEL DEL PINO, PATRICIO L. FELMER, AND JUNCHENG WEI

This immediately yields the desired contradiction. In fact, since ϕn(y) = wεn,y for
y ∈ B0, it follows that φn(y) = y for y ∈ B0. Hence φn ∈ Γ and by definition of c, we
have

c ≥ min
y∈B

H(φn(y)),(2.47)

which is impossible in view of (2.46).
We now prove (2.46). The fact that β(ϕn(y)) ∈ Λ+ is obtained by slightly mod-

ifying the arguments in [5, Lemma 1.1]. Thus, we just need to prove the second
statement in (2.46). Suppose it is not true; then there exists yn ∈ B such that

H(φn(yn)) ≤ c+
δ

4
.

We can assume that φn(yn)→ x0 ∈ Λ̄ and then H(x0) ≤ c+ δ
4 .

Next we apply Corollary 2.1 to the family of functions un = ϕn(yn) and obtain
that

Jε(un) ≥ εNn
{

1

2
I(w)− γε

(
c+

δ

4

)
+ o(ε)

}
.(2.48)

Comparing (2.45) and (2.48) we get a contradiction and thus Lemma 2.2 is
proved.

By Lemma 2.2, we have by a standard deformation argument the main result of
this section, namely, the following proposition.

Proposition 2.6. The number defined by (2.8) is a critical value of Jε. That is,
there is a solution uε ∈ H1 to (2.1) such that Jε(uε) = Sε ∀ ε sufficiently small.

3. Proof of Theorem 1.1. In this section, we show that the solution uε to (2.1)
constructed in Proposition 2.6 is a solution of (1.3). The key step is the following
proposition.

Proposition 3.1. If mε is given by mε = maxx∈∂Ω0 uε(x), then

lim
ε→0

mε = 0.(3.1)

Before we prove the above proposition, we need the following lemma.
Lemma 3.2. Let xε be the maximum point of uε; then we have

lim
ε→0

H(xε)→ c,

where c is the max-min value defined in (1.5).
Proof. By Lemma 2.3, we have

Jε(uε) = εN
{

1

2
I(w)− γε(N − 1)H(xε) + o(ε)

}
(3.2)

and then

lim sup
ε→0

H(xε) ≤ c.(3.3)

In fact, assuming the contrary we have H(xε) ≥ c+ δ
2 for ε and δ small and then we

have a similar situation as in (2.45), so that following the arguments given from there
we get a contradiction.
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MEAN CURVATURE 77

On the other hand, let δ > 0 and φ0 ∈ Γ be such that

min
y∈B

H(φ0(y)) ≥ c− δ.

Then, by (2.5) and the definition of Sε = Jε(uε), we have

Jε(uε) ≤ sup
y∈B

Jε(wε,φ0(y))

≤ εn
{

1

2
I(w)− εγ(N − 1) min

y∈B
H(φ0(y)) + o(ε)

}

≤ εn
{

1

2
I(w)− εγ(N − 1)(c− δ) + o(ε)

}
.(3.4)

From here and (3.2) we obtain

H(xε) ≥ c− δ + o(1).

Since δ is arbitrary using (3.3) we then conclude with the proof.
We are now in a position to prove Proposition 3.1.
Proof of Proposition 3.1. Suppose, on the contrary, that mε ≥ δ > 0. Then let

uε(xε) = maxx∈Ω̄ uε(x). Then xε ∈ Λ, d(xε,∂Λ)
ε → b > 0, and w(b) = a, and by

Lemma 3.2 H(xε)→ c as ε→ 0. We recall that the function ũε satisfies
∆ũε − ũε + f(ũε) + h̃ε = 0 in Ωε,

∂ũε
∂ν

= 0 on ∂Ωε.
(3.5)

Let T̂ε be a direction, tangent to Λε at x̄pε . We assume that T̂ε converges to T̂0 and
we observe that T̂0⊥eN , with the notational convention given in the proof of Lemma
2.3. Next we multiply (3.5) by ∇ũε · T̂ε and we integrate by parts to obtain∫

∂Ωε

{ |∇ũε|2
2

+
ũ2
ε

2
− F (ũε)

}
T̂ε · ν =

∫
Ωε

h̃ε
∂ũε

∂T̂ε
.(3.6)

Using the asymptotic expansion (2.21), integrating by parts again, and using the
equation for w we obtain that∫

∂Ωε

∂w

∂ν

∂w

∂T̂ε
+ ε

∫
∂Ωε

∫ 1

0

{
∇ũε(t) · ∇φ̃ε + ũε(t)φ̃ε − f(ũε(t))φ̃ε

}
T̂ε · ν dt

=

∫
Ωε

h̃ε
∂ũε

∂T̂ε
,(3.7)

where ũε(t) = w + tεφ̃ε. For later reference, we write I1 + I2 = I3 above. We first
claim that by slightly modifying T̂ε we can get I3 = 0. In fact, the normal vector ν
near the origin, in a ball of fixed radius R0 > 0, has the form

ν = 0(1 +O(ε))eN + ε
N−1∑
i=1

~αiyi + o(ε).(3.8)
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Thus, taking into account that the support of h̃ε shrinks to a point, that h̃ε ≥ 0, and
that ũε converges to w, we perturb T̂ε so that T̂ε⊥eN and I3 = 0, and still keep that
T̂ε → T̂0.

Next we consider I2. We observe that∫
∂RN

+

{
∇w · ∇φ̃0 + wφ̃0 − f(w)φ̃0

}
yi = 0,(3.9)

since the function φ̃0, the solution of (2.27), is even on the boundary and so is w.
From here, and taking into account (3.8), (2.28), and the convergence of φ̃ε to φ0 in
W 1,q

loc (Ωε), we find that I2 = o(ε2) and thus∫
∂Ωε

∂w

∂ν

∂w

∂T̂ε
= o(ε2).(3.10)

Now we turn to study this last term. For this purpose, we obtain an expansion for
derivatives of w near the origin and on the boundary of Ωε. A direct calculation,
using Taylor expansion of the function w and the local representation the boundary,
with the notation given in section 2, gives

w`(y, ρ̃ε(y)) = w`(y, 0) +O(ε2), 1 ≤ ` ≤ N − 1,(3.11)

and

∂u

∂ν
(y, ρ̃ε(y)) =

ε

2

w′

|y| (ρε)ijyiyj +
ε2

3

w′

|y| (ρε)ijkyiyjyk + o(ε2).(3.12)

Using evenness-oddness properties of these functions, we see that∫
∂RN

+

w`(y, 0)
w′

|y|ρijyiyj = 0,

and then, computing the integral on ∂Ωε, we see that for any R > 0 we have∫
∂Ωε∩B(0,R)

wi(y, 0)
w′

|y| (ρε)ijyiyj = O(ε2).

We also see that ∫
∂RN

+

w`(y, 0)
w′

|y|ρijkyiyjyk = Kρii`,(3.13)

where K is a nonzero constant. Then we conclude that

1

ε2
I1 = ρii`T̂

`
0 + o(1).(3.14)

From here and (3.10), taking the limit as ε→ 0 we find that

∇H(x̄) · T̂0 = 0(3.15)

and this contradicts hypothesis (H2).
Finally we prove Theorem 1.1.
Proof of Theorem 1.1. By (3.1), we have that

uε(x) < a ∀ x ∈ ∂Ω0.

Hence uε satisfies (1.3) since f(uε) = f̄(uε) for x 6∈ Ω0. Since ε−NJε(uε) → 1
2I(w),

by [19] or [23], we have that uε has only one local maximum point xε and xε ∈ Λ. By
Lemma 3.2, limε→0H(xε) = c. The rest of the proof follows from [19] and [20].
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