Regular solutions to a supercritical elliptic problem in exterior domains

Juan Dávila*, Luis F. López

Departamento de Ingeniería Matemática and CMM, Universidad de Chile, Casilla 170 Correo 3, Santiago, Chile

1. Introduction and main results

Let \( D \) be a bounded, smooth domain in \( \mathbb{R}^N, N \geq 3 \). In this paper we consider the problem of finding classical solutions of

\[
-\Delta u = \lambda e^u \quad \text{in} \quad \mathbb{R}^N \setminus \overline{D},
\]

\[
u = 0 \quad \text{on} \quad \partial D,
\]

where \( \lambda > 0 \) is a parameter.

Véron and Matano [14, Theorem 3.1] considered Eq. (1.1) in dimension 3 with \( D = B_1(0) \), the unit ball, and a non-homogeneous boundary condition \( u = \phi \) on \( \partial B_1(0) \). They proved that if \( \phi \) is close enough to \( 2w - \log(\lambda/2) \) where \( w \) is a smooth solution of

\[
\Delta_{S^2} w + e^{2w} - 1 = 0
\]

on the sphere \( S^2 \), then there is a solution with the asymptotic behavior

\[
u(x) = -2 \log |x| - \log(\lambda/2) + 2w(x/|x|) + o(1)
\]
as $|x| \to +\infty$. This result is based on the understanding of the solutions of (1.3) obtained in [3] (see also [1]).

In all dimensions $N \geq 3$ and still with $D = B_1(0)$ we can also describe many radial solutions of (1.1)–(1.2). To fix ideas, we denote by $U$ the unique radial solution of

$$
\begin{align*}
-\Delta U &= \lambda_0 e^U \quad \text{in } \mathbb{R}^N, \\
U(0) &= 0,
\end{align*}
$$

(1.4)

where $\lambda_0 := 2(N - 2)$. This solution can be constructed by solving the initial value problem (1.4) with $U(0) = U'(0) = 0$, and can be proved to be defined for all $r > 0$. For any $\alpha > 0$ the function

$$
U_{\alpha}(r) = U(\alpha r) + 2 \log \alpha
$$

(1.6)

also satisfies (1.4). Note that for $\lambda > 0$, $u = U_{\alpha} - \log(\frac{\lambda}{\lambda_0})$ satisfies

$$
-\Delta u = \lambda e^u \quad \text{in } \mathbb{R}^N.
$$

The boundary condition (1.2) is fulfilled if $0 = U(\alpha) + 2 \log \alpha - \log(\frac{\lambda}{\lambda_0})$.

Regarding $\alpha > 0$ as a parameter we find a family of solutions of (1.1)–(1.2) of the form $\lambda_\alpha = \lambda_0 \alpha^2 e^{U(\alpha)}$ and $u_\alpha(r) = U_\alpha(r) - U_\alpha(1)$. As $\alpha \to 0$ we see that $\lambda_\alpha \to 0$, while $\lambda_\alpha \to \lambda_0$ as $\alpha \to +\infty$, which follows from the asymptotic behavior of $U(r) = -2 \log(r) + o(1)$ as $r \to +\infty$. Let us point out that the family of solutions $(\lambda_\alpha, u_\alpha)$ with $\alpha > 0$ also describes all classical solutions of the problem

$$
\begin{align*}
-\Delta u &= \lambda e^u \quad \text{in } B_1(0), \\
0 &= u \quad \text{on } \partial B_1(0),
\end{align*}
$$

with $\lambda > 0$, which was studied in dimension 3 in [7] and later in all higher dimensions in [8].

Still in the case $D = B_1(0)$ one can see that the set of classical solutions of (1.1)–(1.2) is much richer than the family given by $(\lambda_\alpha, u_\alpha)$ with $\alpha > 0$. To see this it is convenient to work with Emden–Fowler change of variables

$$
v(s) = u(r), \quad r = e^s,
$$

(1.7)

which transform (1.1) into

$$
v'' + (N - 2)v' = -\lambda e^{v+2s} \quad \text{in } \mathbb{R},
$$

(1.8)

and then define

$$
v_1 = \lambda e^{v+2s}, \quad v_2 = v'.
$$

(1.9)

This transforms (1.8) into the autonomous system

$$
\begin{pmatrix}
  v_1 \\
  v_2
\end{pmatrix}' = \begin{pmatrix}
  v_1(v_2 + 2) \\
  -v_1 - (N - 2)v_2
\end{pmatrix}.
$$

(1.10)

This system has two stationary points: $(0, 0)$ and $(2(N - 2), -2)$, the first being a saddle point and the second a spiral or an asymptotically stable node depending on dimension.

The solution $U$ of (1.4)–(1.5) corresponds to a heteroclinic orbit which connects the equilibria $(0, 0)$ and $(2(N - 2), -2)$ in the phase plane $(v_1, v_2)$. Take any point $P = (\lambda, \beta)$ in this orbit. Then for any $\tilde{P} = (\lambda, \tilde{\beta})$ sufficiently close to $P$ the solution of (1.10) with initial condition $\tilde{P}$ at time $s = 0$ will
be defined for all positive \( s \) and will converge to \((2(N - 2), -2)\) as \( s \to +\infty \). Under the previous change of variables this will be a solution of \((1.1)–(1.2)\) associated to the same parameter \( \lambda \). Note that \( \lambda = \lambda_0 \) for some \( \alpha > 0 \). The previous discussion shows that together with the special solution \((\lambda_0, u_{\lambda_0})\) there is a continuum of other solutions of \((1.1)–(1.2)\) with the same \( \lambda_0 \), and all share the behavior 

\[
u(r) = -2 \log(r) - \log\left(\frac{\lambda}{2(N - 2)}\right) + o(1) \text{ as } r \to +\infty.
\]

The purpose of this paper is to show that part of the family of solutions described in the preceding paragraph in the radial setting still exists for general exterior domains \( \mathbb{R}^N \setminus \mathcal{D} \). For the precise statement of our result, we need to distinguish between the cases \( N \geq 4 \) and \( N = 3 \).

**Theorem 1.** Assume \( N \geq 4 \). Let \( \alpha > 0 \) and \( \xi \in \mathbb{R}^N \). Then for sufficiently small \( \lambda > 0 \) there is a solution \( u_{\lambda} \) to problem \((1.1)–(1.2)\) such that 

\[
u_{\lambda} \to U_\alpha(\xi)(1 - \varphi_0(x)) \text{ as } \lambda \to 0^+,
\]

uniformly on bounded subsets of \( \mathbb{R}^N \setminus \mathcal{D} \), where \( \varphi_0 \) is the Newtonian potential of the layer \( \partial \mathcal{D} \) (see \((3.3)\)) and has the asymptotic behavior

\[
u_{\lambda}(x) = -2 \log|x| - \log\left(\frac{\lambda}{2(N - 2)}\right) + O\left(|x|^{-\beta}\right) \text{ as } |x| \to +\infty,
\]

where \( \beta \) is a positive number (see \((3.9)\)).

The analysis of the radial case suggests looking for a solution \( u_{\lambda} \) close to a rescaled and translated form of \( U_\alpha \). It turns out that \( U_\alpha(\xi + \sqrt{\lambda/\lambda_0}x) \), where \( \xi \in \mathbb{R}^N \) is fixed arbitrarily, is a good approximation. This leads us to construct an inverse of the linearized operator \(-\Delta u + \lambda \varphi_0 u\) in \( \mathbb{R}^N \setminus (\xi + \sqrt{\lambda/\lambda_0}D) \). This set approaches \( \mathbb{R}^N \) as \( \lambda \to 0^+ \), so such an inverse is constructed as a small perturbation of an inverse of this operator in entire space. This inverse indeed exists for \( N \geq 4 \) and adding a lower order correction to the initial approximation yields the desired solution. In dimension 3, however, the linearized operator is not surjective, having a range orthogonal to the generator of translations. Thus for \( N = 3 \) we find a family of solutions provided \( \xi \) is adjusted properly. This explains the next result.

**Theorem 2.** Let \( \alpha > 0 \). Then there exist \( \Lambda, Z > 0 \) such that for \( 0 < \lambda < \Lambda \) there are \( \xi_\lambda \in \mathbb{R}^3 \) with \( |\xi_\lambda| < Z \) and a solution \( u_{\lambda} \) to problem \((1.1)–(1.2)\) such that 

\[
u_{\lambda}(x) - U_\alpha(\xi_\lambda)(1 - \varphi_0(x)) \to 0 \text{ as } \lambda \to 0^+,
\]

uniformly on bounded subsets of \( \mathbb{R}^3 \setminus \mathcal{D} \) (see \((3.3)\)) for \( \varphi_0 \). Moreover, \( u_{\lambda} \) has the behavior

\[
u_{\lambda}(x) = -2 \log|x| - \log\left(\frac{\lambda}{2(N - 2)}\right) + O\left(|x|^{-\beta}\right) \text{ as } |x| \to +\infty,
\]

where \( \beta \in (0, 1/2) \).

In summary, the difference between the cases \( N = 3 \) and \( N \geq 4 \) is that in the former case, the solutions found constitute a one-parameter family only dependent on \( \alpha > 0 \), while in the latter case is an \( (N + 1) \)-dimensional family depending on \( \alpha > 0 \) and \( \xi \).

Theorem 2 is similar to the one of Véron and Matano [14, Theorem 3.1] where we choose to work with the solution \( w = 0 \) of \((1.3)\), but we obtain existence for a general bounded smooth domain \( \mathcal{D} \).

Similar phenomenon to the one presented in this work for the exponential nonlinearity was detected for a supercritical equation in exterior domains in [4,6] and for a supercritical Schrödinger equation in entire space, with a rapidly decaying potential in [5].
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2. Preliminaries

Let us make some additional comments on (1.4)–(1.5) and system (1.10). As we mentioned, the solution \( U \) to (1.4)–(1.5) can be obtained using the Picard fixed point theorem applied to the equivalent integral equation

\[
u(t) = -\lambda \int_0^r \int_0^s \left( \frac{t}{s} \right)^{N-1} e^{u(t)} \, dt \, ds \]

on a maximal interval \((0, T)\). We can show that in fact \( T = +\infty \) by observing that \( v \), defined in (1.7), remains bounded in \((-\infty, \log T)\). Indeed, note that the Lyapunov function

\[
L(v) = \frac{(v' + 2)^2}{2} + \lambda e^{v + 2s} - 2(N - 2)(v + 2s)
\]

decreases.

2.1. Phase plane analysis

Recall that the system (1.10) has two stationary points \((0, 0)\) and \((\lambda_0, -2)\), where \( \lambda_0 = 2(N - 2) \). If we linearize around the second point we have the associated eigenvalues

\[
\mu_{\pm} = -\frac{N - 2}{2} \pm \frac{1}{2} \sqrt{(N - 2)(N - 10)}.
\]

If \( 3 \leq N \leq 9 \), (2.1) gives complex values and \((\lambda_0, -2)\) is a spiral point. If \( N \geq 10 \), (2.1) gives negative eigenvalues and \((\lambda_0, -2)\) is an asymptotically stable node.

We can get an expression of \( U \) and \( U' \) in terms of \( v_1 \) and \( v_2 \), namely

\[
e^{U(r)} = \frac{v_1(\log r)}{\lambda_0} r^{-2}, \quad U'(r) = r^{-1} v_2(\log r),
\]

which implies that \( U(r) = -2 \log(r) + o(1) \) as \( r \to +\infty \). This behavior is actually common to all the radial solutions of (1.4).

In dimensions \( 3 \leq N \leq 9 \) the behavior of \( U(r) \) is oscillatory around the singular solution \(-2 \log(r)\). Instead, if \( N \geq 10 \) then \( U(r) < -2 \log(r) \) for all \( r > 0 \), since it can be shown that \( v_1(s) < \lambda_0 \) for all \( s \in \mathbb{R} \), as the next result shows.

Claim 1. Suppose that \( N \geq 10 \). Then

\[
0 < v_1(s) < \lambda_0, \quad -2 < v_2(s) < 0, \quad \text{for all} \ s \in \mathbb{R}.
\]

Proof. Associated to the eigenvalue \( \mu_+ \) in (2.1) we have the eigenvector \( \xi_1 = (\mu_-, 1) \). To prove the claim it is enough to show that the curve \((v_1(s), v_2(s))\), \( s \in \mathbb{R} \), is between the lines \( v_2 = -2 \) and \( v_1 = \lambda_0 + 2\mu_- + \mu_- v_2 \) (i.e. the line passing through the point \((\lambda_0, -2)\) in the direction \( \xi_1 \)).

First suppose, by contradiction, that there exists \( s_0 \in \mathbb{R} \) such that \( 0 < v_1(s_0) < \lambda_0 \) and \( v_2(s_0) = -2 \). Choose \( s_0 \) as the smallest one with this property. Recalling (1.9)–(1.10) and using the minimality condition of \( s_0 \), we see that

\[
v'_1(s_0) = 0 \quad \text{and} \quad v'_2(s_0) \leq 0.
\]
But, from (1.10), we have that
\[ v'(s_0) = -v_1(s_0) + 2(N - 2) > 0, \]
which contradicts the previous. So, if
\[ 0 < v_1(s) < \lambda_0 \]
then \[ v_2(s) > -2. \]
On the other hand, suppose, by contradiction, that the curve \((v_1(s), v_2(s))\) crosses the line previously described. So that, there exists \(s_0 \in \mathbb{R}\) with
\[ v_1(s_0) = \mu - v_2(s_0) + \lambda_0 + 2\mu_. \]
\[ \frac{1}{\mu_-} \leq \frac{v'_1(s_0)}{v'_2(s_0)}. \]
Of course here we are choosing the smallest point where the curves cross each other. Last inequality and (1.10) yield
\[ \frac{1}{\mu_-} v_1(v_2 + 2) \leq -v_1 - (N - 2)v_2. \]
Replacing \(v_1\) of (2.3) in the last inequality, we have
\[ \mu_- v_2^2 + \left[ \mu_-^2 + (N - 2)\mu_- + \lambda_0 + 4\mu_- \right] v_2 + 2\left[ \mu_-^2 + (N - 2)\mu_- + \lambda_0 \right] + 4\mu_- \geq 0. \]
Recalling that \(\mu_-\) satisfies
\[ \mu_-^2 + (N - 2)\mu_- + \lambda_0 = 0, \]
we deduce that
\[ v_2^2 + 4v_2 + 4 \leq 0. \]
This contradicts the previous claim. The proof is complete. \(\square\)

2.2. Asymptotic behavior

Regarding the function \(U\) in (1.4)–(1.5), we’ll need a further analysis of its asymptotic behavior. In this respect, we have the following result.

Claim 2. Let \(U\) be the only radial solution to (1.4)–(1.5) and \(v\) be as in (1.7). Then:

(i) if \(3 \leq N \leq 9\), \(v(s) = -2s + O(e^{-\frac{N-2}{2}s})\) as \(s \to +\infty\);
(ii) if \(N = 10\), there exist \(a \in \mathbb{R}\) and \(b < 0\) such that
\[ v(s) = -2s + ae^{-4s} + bse^{-4s} + o(se^{-4s}) \quad \text{as } s \to +\infty; \]
(iii) if \(N > 10\), there exist \(a \in \mathbb{R}\) and \(b < 0\) such that
\[ v(s) = -2s + ae^{\mu_- s} + bse^{\mu_- s} + o(se^{\mu_- s}) \quad \text{as } s \to +\infty. \]
We shall prove the case of resonance (ii), the other cases can be handled similarly. A preliminary analysis of the autonomous system (1.10) suggests to consider
\[ w = v + 2s, \quad s \in \mathbb{R}, \]
which satisfies
\[ w'' + 8w' + 16w = -16(e^w - 1 - w) \text{ in } \mathbb{R}. \] (2.5)

This implies that there exist constants \( a, b \in \mathbb{R} \) such that
\[ w = ae^{-4s} + bse^{-4s} + w_p, \] (2.6)

where \( w_p \) is a particular solution of the non-homogeneous equation (2.5) and \( a, b \) are numbers depending on \( w_p \).

Following the variation of parameters method, we look for a solution of (2.5) of the form \( w_p = u_1e^{-4s} + u_2se^{-4s} \), where

\[ u_1' = \begin{vmatrix} 0 & se^{-4s} \\ -16(e^w - 1 - w) & e^{-4s} - 4se^{-4s} \end{vmatrix} = 16se^{4s}(e^w - 1 - w) \]

and

\[ u_2' = \begin{vmatrix} e^{-4s} & 0 \\ -4e^{-4s} & -16(e^w - 1 - w) \end{vmatrix} = -16e^{4s}(e^w - 1 - w). \]

Considering the expected asymptotic behavior, we choose the particular solution
\[ w_p = -\int_s^{+\infty} 16te^{4t}(e^w - 1 - w) dt e^{-4ts} + \int_s^{+\infty} 16e^{4t}(e^w - 1 - w) dt se^{-4ts}. \]

Claim 1 and the asymptotic behavior, as \( s \to -\infty \), of \( w \) in (2.6) implies that \( b \leq 0 \). Moreover, \( b \neq 0 \). Indeed, arguing by contradiction, suppose \( b = 0 \), i.e.,
\[ w = ae^{-4s} + w_p. \]

Multiplying by \( e^{4s} \) and differentiating both sides we have
\[ (we^{4s})' = (w_p e^{4s})'. \] (2.7)

We can compute right hand side directly from the expression of \( w_p \) to obtain that, for all \( s \leq 0 \),
\[ (w_p e^{4s})' = \int_s^{+\infty} 16te^{4t}(e^w - 1 - w) dt \geq \int_0^{+\infty} 16e^{4t}(e^w - 1 - w) dt > 0. \]

On the other hand,
\[ (we^{4s})' = w'e^{4s} + 4we^{4s} \to 0 \text{ as } s \to -\infty. \]
(this limit is zero due to the continuity of $U$ and its derivative around the origin). This contradiction implies $b \neq 0$, the proof of the claim is complete.

3. The method

The construction that we describe next is motivated by [4] and [6]. Let us consider the change of variables

$$\tilde{u} = u \left( \sqrt{\frac{\lambda_0}{\lambda}} (x - \xi) \right),$$

which transform (1.1)–(1.2) into the equivalent problem

$$\begin{cases}
-\Delta \tilde{u} = \lambda_0 e^{\tilde{u}} & \text{in } \mathbb{R}^N \setminus \overline{D_{\lambda, \xi}}, \\
\tilde{u} = 0 & \text{on } \partial D_{\lambda, \xi},
\end{cases} \quad (3.1)$$

where $D_{\lambda, \xi}$ is the shrinking domain

$$D_{\lambda, \xi} = \xi + \sqrt{\frac{\lambda}{\lambda_0}} \mathcal{D}.$$

The closer $\lambda$ is taken from zero, the “closer” $\mathbb{R}^N \setminus \overline{D_{\lambda, \xi}}$ is to $\mathbb{R}^N$, so it is natural to seek for a solution $\tilde{u}$ in the form of a small perturbation of $U_\alpha$ in (1.6). We need a correction so that the boundary condition is satisfied.

Let $\varphi_\lambda$ be the solution of the problem

$$\begin{cases}
\Delta \varphi_\lambda = 0 & \text{in } \mathbb{R}^N \setminus \overline{D_{\lambda, \xi}}, \\
\varphi_\lambda(x) = U_\alpha(x) & \text{on } \partial D_{\lambda, \xi}, \\
\lim_{|x| \to +\infty} \varphi_\lambda(x) = 0.
\end{cases} \quad (3.2)$$

In the same way, consider $\varphi_0$ the function such that

$$\begin{cases}
\Delta \varphi_0 = 0 & \text{in } \mathbb{R}^N \setminus \overline{\mathcal{D}}, \\
\varphi_0(x) = 1 & \text{on } \partial \mathcal{D}, \\
\lim_{|x| \to +\infty} \varphi_0(x) = 0.
\end{cases} \quad (3.3)$$

By the maximum principle,

$$\varphi_\lambda(x) = \left( U_\alpha(\xi) + O(\sqrt{\lambda}) \right) \varphi_0 \left( \sqrt{\frac{\lambda_0}{\lambda}} (x - \xi) \right).$$

We also note that

$$f_0 := \lim_{|x| \to +\infty} |x|^{N-2} \varphi_0(x) = \frac{1}{(N-2)|S^{N-1}|} \int_{\mathbb{R}^N \setminus \mathcal{D}} |\nabla \varphi_0|^2 \, dx. \quad (3.4)$$
which in particular implies

\[ |\varphi_\lambda(x)| \leq C\lambda^{(N-2)/2}|x-\xi|^{2-N} \quad \text{for all } x \in \mathbb{R}^N \setminus \mathcal{D}_{\lambda,\xi}. \quad (3.5) \]

The number \( \int_{\mathbb{R}^N \setminus \mathcal{D}} |\nabla \varphi_0|^2 \, dx \) is the Newtonian capacity of \( \mathcal{D} \).

Thus we look for a solution to problem (3.1) of the form

\[ \tilde{u} = U_\alpha - \varphi_\lambda + \phi, \]

which yields the following equation for \( \phi \)

\[
\begin{aligned}
\Delta \phi + \lambda_0 e^{U_\alpha} \phi &= M(\phi) + E_\lambda \quad \text{in } \mathbb{R}^N \setminus \mathcal{D}_{\lambda,\xi}, \\
\phi &= 0 \quad \text{on } \partial \mathcal{D}_{\lambda,\xi},
\end{aligned}
\]

(3.6)

where

\[ E_\lambda = \lambda_0 e^{U_\alpha} \varphi_\lambda, \quad M(\phi) = -\lambda_0 e^{U_\alpha} (e^{\phi_\lambda} - 1 - \phi + \varphi_\lambda). \quad (3.7) \]

**Remark 1.** We emphasize that, until here, this scheme applies to all dimensions \( N \geq 3 \). However, if \( N = 3 \), in order to solve (3.6) we need to choose a special \( \xi \), depending on \( \lambda \). This will be done in Section 7.

For the time being let us consider \( N \geq 4 \). In order to solve (3.6) it is first necessary to construct a bounded right inverse of the linearization of (1.1) around \( U_\alpha \) in the whole of \( \mathbb{R}^N \), this construction is carried out in Section 4. The method has previously been used by Mazzeo and Pacard (see [10]) where solutions with prescribed singular set for subcritical problems are constructed (see [12] and [13]). For small \( \lambda > 0 \) a similar solvability property is established for the linearized operator around \( U_\alpha \) in the exterior domain \( \mathbb{R}^N \setminus \overline{\mathcal{D}_{\lambda,\xi}} \). In Section 5 we construct such a bounded right inverse, namely a solution for the linear problem

\[
\begin{aligned}
\Delta \phi + \lambda_0 e^{U_\alpha} \phi &= h \quad \text{in } \mathbb{R}^N \setminus \overline{\mathcal{D}_{\lambda,\xi}}, \\
\phi &= 0 \quad \text{on } \partial \mathcal{D}_{\lambda,\xi},
\end{aligned}
\]

(3.8)

for norms on functions \( \phi \) and \( h \) defined on \( \mathbb{R}^N \setminus \overline{\mathcal{D}_{\lambda,\xi}} \) given as follows. For given \( 0 < \sigma < 2 \) and

\[ 0 < \beta < \begin{cases} 1, & 4 \leq N \leq 9, \\
\min\{\mu_0^{-}, 1\}, & N \geq 10, \end{cases} \]

(3.9)

where

\[ \mu_0^{-} = \frac{N-2}{2} - \frac{1}{2} \sqrt{(N-2)(N-10)}, \]

we consider the norms

\[ \|\phi\|_{*,\xi} = \|\phi\|_{L^\infty(B_1(\xi))} + \sup_{|x-\xi| \geq 1} |x-\xi|^\beta |\phi(x)|, \quad (3.10) \]

\[ \|h\|_{**,\xi} = \sup_{|x-\xi| \leq 1} |x-\xi|^\sigma |h(x)| + \sup_{|x-\xi| \geq 1} |x-\xi|^{2+\beta} |h(x)|. \quad (3.11) \]
In this context there is continuity, as the next result states.

**Proposition 1.** Assume \( N \geq 4 \). Then given numbers \( \alpha > 0 \) and \( Z > 0 \), there exist positive constants \( C, \Lambda \) such that for any \( |\xi| \leq Z \) and any \( 0 < \lambda < \Lambda \) the following holds: For any \( h \) with \( \|h\|_{**} < +\infty \), there exists a solution of problem (3.8)

\[
\phi = \Psi_{\lambda}(h),
\]

which defines a linear operator of \( h \) such that

\[
\|\phi\|_{*,\xi} \leq C \|h\|_{**}.\]

In Section 6 we use this result and the contraction mapping principle to solve (3.6).

### 4. The operator \( \Delta + \lambda_0 e^{U_0} \) in \( \mathbb{R}^N \)

Let \( U_0 \) be a radial solution of (1.4). In this section we study the linear equation

\[
\Delta \phi + \lambda_0 e^{U_0} \phi = h \quad \text{in} \quad \mathbb{R}^N.
\]  

(4.1)

The main result concerns with solvability of this equation and estimates for the solution in the weighted \( L^\infty \) norms given by (3.10) and (3.11). The main result in this section is the following.

**Proposition 2.** Assume \( N \geq 4 \). Then given \( \alpha > 0 \) and \( Z > 0 \), there exists \( C > 0 \) such that for any \( |\xi| \leq Z \) the following holds:

For any \( h \) with \( \|h\|_{**} < +\infty \), there exists a solution of (4.1)

\[
\phi = \Psi(h),
\]

which defines a linear operator of \( h \) such that

\[
\|\phi\|_{*,\xi} \leq C \|h\|_{**}.\]  

(4.2)

To prove this result we first consider \( \xi = 0 \). We denote the corresponding norms by \( \| \|_{*} \) and \( \| \|_{**} \).

#### 4.1. A right inverse

In this subsection we consider \( N \geq 4 \) as well as \( N = 3 \), pointing out the main differences between both cases.

The linear operator in (4.1) is of regular singular type and it is well known that it is Fredholm on weighted spaces provided the weight does not equal one of indicial roots (see for instance [9–11]). We include the main points of the argument and omit some technical computations.

Let us write \( h \) as

\[
h(x) = \sum_{k=0}^{\infty} h_k(r) \Theta_k(\theta), \quad r > 0, \; \theta \in S^{N-1},
\]

where \( \Theta_k, k \geq 0 \) are the eigenfunctions of the Laplace–Beltrami operator \( -\Delta_{S^{N-1}} \) on the sphere \( S^{N-1} \), normalized so that they constitute an orthonormal system in \( L^2(S^{N-1}) \). We take \( \Theta_0 \) to be a positive constant, associated to the eigenvalue 0 and \( \Theta_i, 1 \leq i \leq N \) is an appropriate multiple of \( x_i/|x| \) which has eigenvalue \( \lambda_i = N - 1 \), \( 1 \leq i \leq N \). In general, \( \lambda_k \) denotes the eigenvalue associated to \( \Theta_k \), we
repeat eigenvalues according to their multiplicity and we arrange them in a non-decreasing sequence.

We recall that the set of eigenvalues is given by \( \{i(N - 2 + i)\}_{i \geq 0} \).

We look for a solution \( \phi \) to (4.1) of the form

\[
\phi(x) = \sum_{k=0}^{\infty} \phi_k(r) \Theta_k(\theta), \quad x = r\theta.
\]

Therefore, \( \phi \) satisfies (4.1) if and only if

\[
\phi''_k + \frac{N - 1}{r} \phi'_k + \left( 2(N - 2)e^{U_0} - \frac{\lambda_k}{r^2} \right) \phi_k = h_k, \tag{4.3}
\]

for all \( r > 0 \), for all \( k \geq 0 \).

To construct solutions of this ODE we need to consider two linearly independent solutions \( z_{1,k}, z_{2,k} \) of the homogeneous equation

\[
\phi''_k + \frac{N - 1}{r} \phi'_k + \left( 2(N - 2)e^{U_0} - \frac{\lambda_k}{r^2} \right) \phi_k = 0, \quad r > 0. \tag{4.4}
\]

Once these generators are identified, the general solution of the equation can be written through the variation of parameters formula as

\[
\phi_k(r) = z_{1,k}(r) \int z_{2,k}(r)h_k r^{N-1} dr - z_{2,k}(r) \int z_{1,k}(r)h_k r^{N-1} dr,
\]

where the symbol \( \int \) designates arbitrary antiderivatives, which will be specify later.

It is helpful to recall the reduction of order method: If one solution \( z_{1,k} \) to (4.4) is known, a second linearly independent solution can be found in any interval where \( z_{1,k} \) does not vanish as

\[
z_{2,k}(r) = z_{1,k}(r) \int z_{1,k}(r)^{-2}r^{1-N} dr. \tag{4.5}
\]

One can find the asymptotic behavior of any solution \( z \) of (4.4) as \( r \to 0 \) and as \( r \to +\infty \) by examining the indicial roots of the associated Euler equations. We recall (2.2) to get, as \( r \to +\infty \), the limiting equation of (4.4)

\[
r^2 \phi''_k + (N - 1) r \phi'_k + (2(N - 2) - \lambda_k) \phi_k = 0, \quad k \geq 0. \tag{4.6}
\]

As \( r \to 0 \) the limiting equation is given by

\[
r^2 \phi''_k + (N - 1) r \phi'_k - \lambda_k \phi_k = 0.
\]

In this way, the behavior will be ruled by \( z(r) \sim r^{-\mu} \), where \( \mu \) satisfies

\[
\mu^2 - (N - 2) \mu - \lambda_k = 0. \tag{4.7}
\]

Eq. (4.3) can be solved for each \( k \) separately:

Case \( k = 0 \). Since \( \lambda_0 = 0 \), Eq. (4.3) is the radial form of the linear problem (4.1). As \( r \to +\infty \) the limiting equation is

\[
r^2 \phi''_0 + (N - 1) r \phi'_0 + 2(N - 2) \phi_0 = 0. \tag{4.8}
\]
The indicial roots of the associated Euler equations are

\[ \mu_0^\pm = \frac{N - 2}{2} \pm \frac{1}{2} \sqrt{(N - 2)(N - 10)}. \] (4.9)

As \( r \to 0^+ \), the indicial roots are

\[ \mu_1 = 0 \quad \text{and} \quad \mu_2 = N - 2. \] (4.10)

Since Eq. (1.4) is invariant under the transformation \( \alpha \mapsto U(\alpha r) + 2 \log \alpha \), we see by differentiation in \( \alpha \) (recall (1.9)) that the function

\[ z_{1,0} = v_2(\log r) + 2 \]

satisfies (4.4). By Claim 2 in Section 2, the asymptotic behavior of \( z_{1,0} \), as \( r \to +\infty \), depends on the dimension in the following way:

(i) if \( 4 \leq N \leq 9 \), then \( z_{1,0} = O(r^{-\frac{N-2}{2}}) \) as \( r \to +\infty \) and \( z_{1,0}(r) = O(1) \) as \( r \to 0^+ \);
(ii) if \( N = 10 \), there exists \( c > 0 \) such that \( z_{1,0} = cr^{-4} \log r(1 + o(1)) \) as \( r \to +\infty \) and \( z_{1,0}(r) = O(1) \) as \( r \to 0^+ \);
(iii) if \( N > 10 \), there exists \( c > 0 \) such that \( z_{1,0} = cr^{-\mu_0}(1 + o(1)) \) as \( r \to +\infty \) and \( z_{1,0}(r) = O(1) \) as \( r \to 0^+ \).

Let’s construct a second solution to (4.4) for each dimension separately. If \( 4 \leq N \leq 9 \), define \( z_{2,0} \) for small \( r > 0 \) by

\[ z_{2,0}(r) = z_{1,0}(r) \int_{r_0}^r z_{1,0}^{-2}s^{1-N} ds, \] (4.11)

where \( r_0 \) is small so that \( z_{1,0} > 0 \) in \((0, r_0)\) (which is possible because \( z_{1,0} \sim 1 \) near to 0). Then \( z_{2,0} \) is extended to \((0, +\infty)\) so that it is a solution to the homogeneous equation (4.4) in this interval. By (4.9) and (4.10), \( z_{2,0} = O(r^{-\frac{N-2}{2}}) \) as \( r \to +\infty \) and \( z_{2,0} \sim r^{2-N} \) as \( r \to 0^+ \). We define

\[ \phi_0(r) = z_{1,0}(r) \int_1^r z_{2,0}(s)^{N-1} ds - z_{2,0}(r) \int_0^r z_{1,0}(s)^{N-1} ds. \]

\( \phi_0 \) depends linearly on \( h_0 \) and is a solution of (4.3). We omit a calculation to verify that

\[ \|\phi_0\|_* \leq C_0 \|h_0\|_{**}. \]

If \( N \geq 10 \), the strategy is the same as previously, but this time is more convenient to rewrite the variation of parameters formula in the form

\[ \phi_0(r) = -z_{1,0}(r) \int_0^r z_{1,0}(s)^{-2}s^{1-N} ds - z_{1,0}(r) h_0(\tau) \tau^{N-1} d\tau, \quad r > 0. \]
This formula is well defined because \( z_{1,0} > 0 \) (see Claim 1 in Section 2). Again, a straightforward calculation shows that \( \phi_0 \) satisfies

\[
\|\phi_0\|_* \leq C_0 \|h_0\|_{**}.
\]

Case \( k = 1, \ldots, N \). In this case as \( r \to +\infty \) Eq. (4.4) becomes

\[
r^2\phi''_k + (N - 1)r\phi'_k + (N - 3)\phi_k = 0.
\]

(4.12)

The indicial roots of the associated Euler equations are

\[
\mu^+_k = N - 3 \quad \text{and} \quad \mu^-_k = 1.
\]

(4.13)

As \( r \to 0^+ \), the indicial roots are

\[
\mu_1 = -1 \quad \text{and} \quad \mu_2 = N - 1.
\]

(4.14)

Similarly to the case \( k = 0 \) we have a solution to (4.4), namely \( z_{1,k}(r) = -U'_\alpha(r) \) which is positive in all \((0, +\infty)\). Using (2.2) we find that

\[
z_{1,k} = -r^{-1}v_2(\log r).
\]

About the behavior of \( z_{1,k} \), by (2.2) we deduce that there exist constants \( c_\infty, c_0 > 0 \) such that \( z_{1,k} = c_\infty r^{-1}(1 + \omega(1)) \) as \( r \to +\infty \) and \( z_{1,k}(r) = c_0 r(1 + \omega(r)) \) as \( r \to 0^+ \). With it we can build a solution to (4.3)

\[
\phi_k(r) = -z_{1,k}(r) \int_0^r z_{1,k}(s) - s^{1-N} \int_0^s z_{1,k}(\tau) h_k(\tau) \tau^{N-1} d\tau ds.
\]

(4.15)

We omit a calculation to show that \( \phi_k \) satisfies

\[
\|\phi_k\|_* \leq C_k \|h_k\|_{**}.
\]

Case \( k > N \). Define

\[
L_k \phi = \phi'' + \frac{N - 1}{r} \phi' + \left(2(N - 2)e^{U_\alpha} \frac{\lambda_k}{r^2}\right) \phi = 0.
\]

(4.16)

This operator satisfies the maximum principle in any interval of the form \((\delta, 1/\delta)\), \( \delta > 0 \). Indeed, the positive function \( z = -U'_\alpha \) is a supersolution, because

\[
L_k z = \frac{N - 1 - \lambda_k}{r^2} z < 0 \quad \text{in} \ (0, +\infty),
\]

since \( \{\lambda_k\}_k \) is an increasing sequence. To prove the solvability of (4.3) in the appropriate space we observe that

\[
\rho(r) = \pm \frac{C_k \|h_k\|_{**}}{r^{\sigma - 2 + \frac{1}{r^\beta}}},
\]
(for some suitable large $C_k$) provides sub and supersolutions to $L_k \phi = h_k$. Then the method of sub and supersolutions shows that $\phi_k$, founded in this way, satisfies

$$\| \phi_k \|^* \leq C_k \| h_k \|^**.$$  

**Remark 2** (Case $N = 3$).

(i) Fourier mode $k = 0$: is handled exactly as in dimensions $4 \leq N \leq 9$.

(ii) Fourier modes $k = 1, 2, 3$: due to (4.13) some functions in a subspace of solutions to the homogeneous equation (4.4) don’t have decay at infinity, as we require. So, in order to solve the non-homogeneous equation (4.3), we have to impose an orthogonality condition on $h_k$, $k = 1, 2, 3$. If we look at (4.15), we find out that such an orthogonality condition is

$$\int_0^\infty z_{1,k}(\tau) h_k(\tau) \tau^2 d\tau = 0, \quad k = 1, 2, 3. \quad (4.17)$$

If so, it follows easily from (4.15) that $\phi_k$ satisfies

$$\| \phi_k \|^* \leq C_k \| h_k \|^**.$$  

(iii) Fourier modes $k > 3$: the method previously used for higher dimensions works also.

**4.2. Continuity**

The previous construction implies that given an integer $m > 0$, if $\| h \|^** < +\infty$ and $h_k = 0$, for all $k \geq m$ then there exists a solution $\phi$ to (4.1) that depends linearly with respect to $h$ and

$$\| \phi \|^* \leq C_m \| h \|^**,$$

where $C_m$ may depend only in $m$. We shall show that $C_m$ can be chosen independently of $m$ using a blow-up argument that has been previously used by [2,4–6,10].

Suppose, by contradiction, that there is a sequence of functions $h_j$ such that $\| h_j \|^** < +\infty$, each $h_j$ has only finitely many non-trivial Fourier modes and that the solution $\phi_j \neq 0$ satisfies

$$\| \phi_j \|^* \geq C_j \| h_j \|^**,$$

where $C_j \to +\infty$ as $j \to \infty$ (no confusion should arise between $\phi_j$, $h_j$ and the associated Fourier modes). Replacing $\phi_j$ by $\phi_j/\| \phi_j \|^*$ we may assume that $\| \phi_j \|^* = 1$ and $\| h_j \|^** \to 0$ as $j \to \infty$. We may also assume that the Fourier modes associated to $\lambda_0 = 0$ and $\lambda_1 = \cdots = \lambda_N = N - 1$ are zero.

Along a subsequence (which we write the same) we must have

$$\sup_{x > 1} |x|^\beta |\phi_j(x)| \geq \frac{1}{2} \quad (4.18)$$

or

$$\| \phi_j(x) \|_{L^\infty(B_1(0))} \geq \frac{1}{2}. \quad (4.19)$$
Assume first that (4.18) occurs and let \( x_j \in \mathbb{R}^N \) with \(|x_j| > 1\) be such that
\[
|x_j|^\beta |\phi_j(x_j)| > \frac{1}{4}.
\]
Along a new sequence (denote by the same) \( x_j \to x_0 \) or \( x_j \to +\infty \).

If \( x_j \to x_0 \) then \( x_0 \geq 1 \) and by standard elliptic estimates \( \phi_j \to \phi \) uniformly on compact sets of \( \mathbb{R}^N \). Thus \( \phi \) is a solution to (4.1) with right hand side equal to zero that also satisfies \( \|\phi\|_* < +\infty \) and is such that the Fourier modes \( \phi_0, \ldots, \phi_N \) are zero. But the unique solution to this problem is \( \phi = 0 \), contradicting \( \phi(x_0) \neq 0 \).

If \( |x_j| \to +\infty \), consider \( \tilde{\phi}_j(y) = |x_j|^\beta \phi_j(|x_j|y) \). Then \( \tilde{\phi}_j \) satisfies
\[
\Delta \tilde{\phi}_j + \lambda_0 e^{U_{\alpha}(|x_j|)} |x_j|^2 \tilde{\phi}_j = \tilde{h}_j \quad \text{in } \mathbb{R}^N,
\]
where \( \tilde{h}_j = |x_j|^\beta + 2h_j(|x_j|y) \). But since \( \|\phi_j\|_* = 1 \) we have
\[
|\tilde{\phi}_j(y)| \leq |y|^{-\beta}, \quad |y| > \frac{1}{|x_j|}.
\] (4.20)
So \( \tilde{\phi}_j \) is uniformly bounded on compact sets of \( \mathbb{R}^N \setminus \{0\} \). Similarly, for \( |y| > 1/|x_j| \)
\[
|\tilde{h}_j(y)| \leq \|h_j\|_* |y|^{-\beta - 2}
\]
and hence \( \tilde{h}_j \to 0 \) uniformly on compact sets of \( \mathbb{R}^N \setminus \{0\} \) as \( j \to \infty \). By elliptic estimates \( \tilde{\phi}_j \to \phi \) uniformly on compact sets of \( \mathbb{R}^N \setminus \{0\} \) and \( \phi \) solves
\[
\Delta \phi + \lambda_0 |y|^{-2}\phi = 0 \quad \text{in } \mathbb{R}^N \setminus \{0\}.
\]
From (4.20) we deduce the bound
\[
|\phi(y)| \leq |y|^{-\beta}, \quad |y| > 0.
\] (4.21)
Expanding \( \phi \) as
\[
\phi(x) = \sum_{k=N+1}^\infty \phi_k(r) \Theta_k(\theta),
\]
where \( \phi_k \) denotes the Fourier modes of \( \phi \) (recall that we assumed at the beginning that the first \( N + 1 \) of these modes were zero), we see that \( \phi_k \) has to be a solution to
\[
\phi_k'' + \frac{N - 1}{r} \phi_k' + \frac{2(N - 2) - \lambda_k}{r^2} \phi_k = 0, \quad \forall r > 0, \forall k > N + 1.
\]
The solutions of this equation are linear combinations of \( r^{-\mu_k^\pm} \), where
\[
\mu_k^\pm = \frac{N - 2}{2} \pm \frac{1}{2} \sqrt{(N - 2)(N - 10) - 4\lambda_k}, \quad k > N + 1.
\]
It’s easy to check that \( \mu_k^- < 0 \) and \( \beta < \mu_k^+ \). Thus, \( \phi_k \) cannot have a bound of the form (4.21) unless it is identically zero. This is a contradiction because \( \tilde{\phi}_j(x_j/|x_j|) \geq 1/4 \) for all \( j \).
The analysis of the case (4.19) is similar. By density, for any $h$ with $\|h\|_{**} < +\infty$ a solution $\phi$ of (4.1) can be constructed and it satisfies $\|\phi\|_* \leq C\|h\|_{**}$. This proves Proposition 2 in the case $\xi = 0$.

4.3. Proof of Proposition 2

Let $\eta$ be a smooth cut-off function such that

$$
\eta(x) = 0 \quad \text{for all } |x - \xi| \leq \delta,
$$

$$
\eta(x) = 1 \quad \text{for all } |x - \xi| \geq 2\delta,
$$

where $\delta > 0$ is small. We shall solve

$$
\Delta \phi_2 + \lambda_0 e^{U_\alpha}(1 - \eta)\phi_2 = (1 - \eta)h \quad \text{in } \mathbb{R}^N,
$$

$$
\lim_{|x| \to +\infty} \phi_2(x) = 0.
$$

Note that for $\delta > 0$ sufficiently small but fixed the operator $\Delta + \lambda_0 e^{U_\alpha}(1 - \eta)$ is coercive, hence there exists a solution to this problem and we have the estimates

$$
\|\phi_2(x)\| \leq C\|h\|_{**,*_*}, \text{ for all } |x - \xi| \leq 1, \quad (4.22)
$$

$$
\|\phi_2(x)\| \leq C\|h\|_{**,*_*}(1 + |x|)^{-N} \quad \text{for all } |x - \xi| \geq 1. \quad (4.23)
$$

According to the above arguments, we can solve the equation

$$
\Delta \phi_1 + \lambda_0 e^{U_\alpha} \phi_1 = -\lambda_0 e^{U_\alpha} \eta \phi_2 + \eta h \quad \text{in } \mathbb{R}^N, \quad (4.24)
$$

provided the right hand side has finite $\|\|_{**}$ norm. But, since $\eta \phi_2 = 0$ for $|x - \xi| \leq \delta$, (4.22) and (4.23) imply that

$$
\|\lambda_0 e^{U_\alpha} \eta \phi_2\|_{**} \leq C\|h\|_{**,*_*}. \quad (4.24)
$$

Thus, there exists a solution $\phi_1$ to (4.24), such that

$$
\|\phi_1\|_* \leq C\|h\|_{**,*_*}. \quad (4.25)
$$

Note that the norms $\|\|_*$ and $\|\|_{**,*_*}$ are equivalent, as directly can be checked from their definitions. Then there exists $C > 0$ (which might depends on $Z$) such that

$$
\|\phi_1\|_{*_*} \leq C\|h\|_{**,*_*}. \quad (4.26)
$$

Define $\phi = \phi_1 + \phi_2$, which is a solution to (4.1). Then from (4.22), (4.23) and (4.26) we see that (4.2) holds, and the proof is complete. $\square$

5. Proof of Proposition 1

We shall use the operator constructed in the previous section in order to prove Proposition 1. We fix $Z > 0$ large and work with $|\xi| \leq Z$. The estimates depend on $\xi$ only through $Z$. We assume that
0 ∈ D. Let 0 < R_0 < R_1 be fixed such that 2R_0 < R_1 and D ⊂ B_{R_0}. Let ρ ∈ C^∞(R^N), 0 ≤ ρ ≤ 1 be such that

\[ \rho(x) = 0 \quad \text{for } |x| \leq 1, \quad \rho(x) = 1 \quad \text{for } |x| \geq 2 \]

and set

\[ \eta_λ(x) = \rho \left( \frac{\lambda^{1/2}}{R_0 \lambda^{1/2}} (x - \xi) \right), \quad \zeta_λ(x) = \rho \left( \frac{\lambda^{1/2}}{R_1 \lambda^{1/2}} (x - \xi) \right). \]

We look for a solution to (3.8) of the form

\[ \phi = \eta_λ \varphi + \psi. \]

We need then to solve the system of equations

\[
\begin{cases}
\Delta \psi + (1 - \zeta_λ) \lambda_0 e^{U_\alpha} \psi = -2 \nabla \eta_λ \nabla \varphi - \varphi \Delta \eta_λ + (1 - \zeta_λ) h & \text{in } \mathbb{R}^N \setminus \overline{D}_{\lambda, \xi}, \\
\psi = 0 & \text{on } \partial D_{\lambda, \xi}, \\
\lim_{|x| \to +\infty} \psi(x) = 0;
\end{cases}
\]

\[ \Delta \varphi + \lambda_0 e^{U_\alpha} \varphi = -\lambda_0 e^{U_\alpha} \zeta_λ \psi + \zeta_λ h \quad \text{in } \mathbb{R}^N; \tag{5.2} \]

where φ, ψ are the unknowns.

Proposition 1 will be proved using a fixed point argument. We assume \( \|h\|_{***, \xi} < +\infty \). Let

\[ E_λ = B_{\sqrt{\lambda_0 \lambda}}(\xi) \setminus \overline{B}_{\sqrt{\lambda_0 \lambda}}(\xi) \]

and consider the Banach space

\[ X = \{ \varphi / \varphi : \mathbb{R}^N \to \mathbb{R} \text{ is Lipschitz continuous in } E_λ \} \]

with the norm

\[ \| \varphi \|_X = \| \varphi \|_{***, \xi} + \lambda^{1/2} \| \nabla \varphi \|_{L^\infty(E_\lambda)}. \]

Given \( \varphi \in X \) we first note that (5.1) has a solution for suitable small \( \lambda \) because

\[ \| (1 - \zeta_λ) \lambda_0 e^{U_\alpha} \|_{L^{N/2}(\mathbb{R}^N \setminus \overline{D}_{\lambda, \xi})} \to 0 \]

as \( \lambda \to 0^+ \). Let \( \psi(\varphi) \) denote this solution, which is clearly linear in \( \varphi \). As we shall see, \( |\psi| \leq C/|x|^{N-2} \) for large \( |x| \), which implies that the right hand side of (5.2) has a finite \( \| \varphi \|_{***, \xi} \). Then, by Proposition 2, Eq. (5.2) has a solution \( \overline{\varphi} \) such that \( \| \varphi \|_{***, \xi} < +\infty \). Set \( F(\varphi) = \overline{\varphi} \).

For \( \varphi \in X \) we will first prove the estimate

\[ \| \psi(x) \| \leq C \lambda^{(N-2)/2} (\| h \|_{***, \xi} + \| \varphi \|_X) |x - \xi|^{2-N}, \tag{5.3} \]

for all \( x \in \mathbb{R}^N \setminus \overline{D}_{\lambda, \xi} \). Indeed, let \( \tilde{\psi}(z) = \psi(x + \sqrt{\frac{1}{\lambda_0}} z), z \in \mathbb{R}^N \setminus \overline{D} \). Then
\[
\begin{aligned}
  &\Delta \psi + \lambda (1 - \rho(z/R_1)) e^{U_\lambda} \psi = g \quad \text{in } \mathbb{R}^N \setminus D, \\
  &\psi = 0 \quad \text{on } \partial D, \quad \lim_{|x| \to +\infty} \psi(x) = 0, \\
\end{aligned}
\]  

(5.4)

where

\[
g = -2 \frac{\lambda^{1/2}}{R_0 \lambda_0^{1/2}} \nabla \rho \left( \frac{z}{R_0} \right) \nabla \varphi \left( \xi + \sqrt{\frac{\lambda}{\lambda_0}} z \right) - \frac{1}{R_0^2} \Delta \rho \left( \frac{z}{R_0} \right) \varphi \left( \xi + \sqrt{\frac{\lambda}{\lambda_0}} z \right) \\
+ \frac{\lambda}{\lambda_0} \left( 1 - \rho \left( \frac{z}{R_1} \right) \right) h \left( \xi + \sqrt{\frac{\lambda}{\lambda_0}} z \right).
\]

Then the support of \( g \) is contained in the ball \( B_{2R_1} \), and we can estimate for all \( z \in \mathbb{R}^N \setminus D, |z| \leq 2R_1 \),

\[
2 \frac{\lambda^{1/2}}{R_0 \lambda_0^{1/2}} \left| \nabla \rho \left( \frac{z}{R_0} \right) \nabla \varphi \left( \xi + \sqrt{\frac{\lambda}{\lambda_0}} z \right) \right| \leq C \| \varphi \|_X.
\]  

(5.5)

\[
\frac{1}{R_0^2} \left| \Delta \rho \left( \frac{z}{R_0} \right) \varphi \left( \xi + \sqrt{\frac{\lambda}{\lambda_0}} z \right) \right| \leq C \| \varphi \|_X.
\]  

(5.6)

\[
\frac{\lambda}{\lambda_0} \left( 1 - \rho \left( \frac{z}{R_1} \right) \right) h \left( \xi + \sqrt{\frac{\lambda}{\lambda_0}} z \right) \leq C \lambda^{1-\sigma/2} \| h \|_{**} \| \xi \|_{**}.
\]  

(5.7)

Since \( 0 \in D \) and \( \sigma < 2 \), we see from (5.5)–(5.7) that

\[
|g(z)| \leq C \left( \| \varphi \|_X + \| h \|_{**} \right) \chi_{2R_1} \quad \text{for all } z \in \mathbb{R}^N \setminus D
\]

which implies (5.3).

Recall that \( \varphi \in X, \psi = \varphi(\varphi) \) is the solution to (5.1) and we use the notation \( \varphi = F(\varphi) \).

By Proposition 2 we have

\[
\| \varphi \|_{**} \leq C \left( \| \lambda_0 e^{U_\lambda} \xi_\lambda \psi \|_{**} \right. + \left. \| \xi_\lambda h \|_{**} \right).
\]  

(5.8)

Using (5.3) we can estimate \( \| \lambda_0 e^{U_\lambda} \xi_\lambda \psi \|_{**} \). We have

\[
\sup_{|x - \xi| \leq 1} |x - \xi|^\sigma e^{U_\lambda} \xi_\lambda |\psi| \leq C \lambda^{(N-2)/2} \left( \| h \|_{**} + \| \varphi \|_X \right) \sup_{\sqrt{\lambda_0/R_0} \leq \epsilon \| |x - \xi| \leq 1} |x - \xi|^{N-\sigma/2}
\]

\[
\leq C \lambda^{\sigma/2} \left( \| h \|_{**} + \| \varphi \|_X \right).
\]  

(5.9)

On the other hand

\[
\sup_{|x - \xi| \geq 1} |x - \xi|^{2+\beta} e^{U_\lambda} \xi_\lambda |\psi| \leq C \lambda^{(N-2)/2} \left( \| h \|_{**} + \| \varphi \|_X \right) \sup_{|x - \xi| \geq 1} |x - \xi|^{2-N+\beta}
\]

\[
\leq C \lambda^{(N-2)/2} \left( \| h \|_{**} + \| \varphi \|_X \right).
\]  

(5.10)
We deduce from (5.9) and (5.10) that
\[
\| \lambda_0 e^{U_\alpha} \psi \|_{*, \xi} \leq C \lambda^{\sigma/2} (\| h \|_{*, \xi} + \| \psi \|_X).
\] (5.11)
Therefore, from (5.8) and (5.11), we find that
\[
\| \psi \|_{*, \xi} \leq C (\lambda^{\sigma/2} \| \psi \|_X + \| h \|_{*, \xi}).
\]
Using a scaling argument and elliptic estimates we can prove
\[
\sup_{E_\lambda} | \nabla \psi | \leq C \lambda^{-1/2} \| \psi \|_{*, \xi}
\]
and hence
\[
\| F(\psi) \|_X \leq C (\lambda^{\sigma/2} \| \psi \|_X + \| h \|_{*, \xi}).
\]
Since \( F \) is affine, this estimate shows that \( F \) has a unique fix point \( \psi \) in \( X \) for \( \lambda > 0 \) suitable small, and the fix point satisfies
\[
\| \psi \|_X \leq C \| h \|_{*, \xi}.
\]
6. Proof of Theorem 1

In this section we prove Theorem 1 by using a fixed point argument to solve problem (3.6). In particular, we prove the following result:

**Proposition 3.** Assume \( N \geq 4 \). Then given \( \alpha > 0 \) and \( Z > 0 \), there are positive numbers \( \Lambda, C \) such that for any \( |\xi| < Z \) and any \( 0 < \lambda < \Lambda \), there exists \( \phi_{\lambda, \xi} \) solution to problem (3.6) such that
\[
\| \phi_{\lambda, \xi} \|_{*, \xi} \leq C \lambda^{\sigma/2} \quad \text{for all } 0 < \lambda < \Lambda, \ |\xi| < Z.
\] (6.1)

**Proof.** There is not loss of generality in assuming \( 0 \in D \). Fix \( \delta > 0 \) such that \( B_\delta(0) \subset D \). We first estimate \( \| E_\lambda \|_{*, \xi} \) and \( \| M(\phi) \|_{*, \xi} \) in (3.7). In particular we have
\[
\| E_\lambda \|_{*, \xi} \leq C \lambda^{\sigma/2}, \quad (6.2)
\]
\[
\| M(\phi) \|_{*, \xi} \leq C (\| \phi \|_{*, \xi}^2 + \lambda^{\sigma/2}) e^{\| \phi \|_{*, \xi}}.
\] (6.3)

In fact, by (3.5)
\[
\sup_{|x-\xi| \leq \delta, x \notin D_{\lambda, \xi}} |x-\xi|^\sigma \big| \psi_{\lambda}(x) \big| \leq C \lambda^{(N-2)/2} \sup_{|x-\xi| \leq \delta, x \notin D_{\lambda, \xi}} |x-\xi|^{\sigma+2-N} \leq C \lambda^{\sigma/2},
\]
and
\[
\sup_{|x-\xi| \geq \delta} |x-\xi|^{\sigma+2-N} \big| \psi_{\lambda}(x) \big| \lambda_0 e^{U_\alpha} \leq C \lambda^{(N-2)/2} \sup_{|x-\xi| \geq \delta} |x-\xi|^{\sigma+2-N} \leq C \lambda^{(N-2)/2},
\]
which yields (6.2).
For (6.3), by the definition of $M$ and the identity $e^\epsilon = 1 + \epsilon + \int_0^\epsilon e^{\epsilon - t} \, dt$, valid for all $\epsilon \in \mathbb{R}$, we have

$$|M(\phi)| \leq Ce^{U_\alpha} (\phi^2 + \varphi_\lambda^2) e^{\|\phi\|_{\ast, \xi}}.$$  

Additionally,

$$\sup_{|x - \xi| \leq 1, x \notin D_{\lambda, \xi}} |x - \xi|^\sigma e^{U_\alpha} \phi^2 \leq C \|\phi\|^2_{\ast, \xi}$$

and

$$\sup_{|x - \xi| \leq 1, x \notin D_{\lambda, \xi}} |x - \xi|^\sigma e^{U_\alpha} \varphi_\lambda^2 \leq C \lambda^{N - 2} \sup_{\delta \sqrt{\lambda / \lambda_0} \leq |x - \xi| \leq 1} |x - \xi|^{\sigma + 4 - 2N} \leq C \lambda^{\sigma / 2}.$$  

Note also that, by (3.5),

$$|\varphi_\lambda(x)| \leq C \delta^{2 - N} \text{ for all } x \notin D_{\lambda, \xi}, \lambda > 0.$$  

These inequalities yield

$$\sup_{|x - \xi| \leq 1, x \notin D_{\lambda, \xi}} |x - \xi|^\sigma |M(\phi)| \leq C \left( \|\phi\|^2_{\ast, \xi} + \lambda^{\sigma / 2} \right) e^{\|\phi\|_{\ast, \xi}}.$$  

(6.4)

On the other hand

$$\sup_{|x - \xi| \geq 1} |x - \xi|^{2 + \beta} e^{U_\alpha} \phi^2 \leq C \|\phi\|^2_{\ast, \xi} \sup_{|x - \xi| \geq 1} |x - \xi|^{-\beta} \leq C \|\phi\|^2_{\ast, \xi}$$

and

$$\sup_{|x - \xi| \geq 1} |x - \xi|^{2 + \beta} e^{U_\alpha} \varphi_\lambda^2 \leq C \lambda^{N - 2} \sup_{|x - \xi| \geq 1} |x - \xi|^{\beta + 4 - 2N} \leq C \lambda^{N - 2}.$$  

Then

$$\sup_{|x - \xi| \geq 1} |x - \xi|^{2 + \beta} |M(\phi)| \leq C \left( \|\phi\|^2_{\ast, \xi} + \lambda^{N - 2} \right) e^{\|\phi\|_{\ast, \xi}}.$$  

(6.5)

Combining (6.4) with (6.5) we obtain (6.3).

Now let us focus on the fixed point argument. We define for small $\rho > 0$

$$\mathcal{F} = \{ \phi : \mathbb{R}^N \setminus D_{\lambda, \xi} \to \mathbb{R} / \|\phi\|_{\ast, \xi} \leq \rho \}$$

and the operator $\bar{\phi} = \mathcal{A}(\phi)$ where $\bar{\phi}$ is the solution of Proposition 1 to
\[
\begin{align*}
\Delta \phi + \lambda_0 e^{U_\alpha} \phi &= M(\phi) + E_\lambda \quad \text{in } \mathbb{R}^N \setminus \overline{D}_{\lambda, \xi}, \\
\phi &= 0 \quad \text{on } \partial D_{\lambda, \xi},
\end{align*}
\]  
(6.6)

where \(M\) and \(E_\lambda\) are given by (3.7). We prove that choosing \(\rho > 0\) small enough, \(A\) has a fixed point in \(\mathcal{F}\). From Proposition 1 we have the estimate

\[
\|A(\phi)\|_{*, \xi} \leq C \left( \|M(\phi)\|_{**, \xi} + \|E_\lambda\|_{**, \xi} \right)
\]

and, by (6.2) and (6.3),

\[
\|A\|_{*, \xi} \leq C \left( \rho^2 e^{\rho} + \lambda \sigma e^{\rho} + \lambda \sigma e^{\rho} \right) \leq \rho.
\]

if \(\rho > 0\) is fixed suitable small and then one consider \(\lambda \to 0^+\). This proves \(A(\mathcal{F}) \subset \mathcal{F}\).

Now let us take \(\phi_1 \) and \(\phi_2 \) in \(\mathcal{F}\). Then

\[
\|A(\phi_1) - A(\phi_2)\|_{*, \xi} \leq C \left( \|M(\phi_1) - M(\phi_2)\|_{**}, \xi \right).
\]  
(6.7)

To estimate the right hand side, consider \(\bar{\phi} \in (\phi_1, \phi_2) \cup (\phi_2, \phi_1)\) such that

\[
M(\phi_1) - M(\phi_2) = M'(\bar{\phi})(\phi_1 - \phi_2).
\]

Directly from the definition of \(M\), we compute

\[
M'(\phi) = -\lambda_0 e^{U_\alpha} (e^{\phi - \varphi_\lambda} - 1).
\]

Indeed, note that

\[
|M'(\phi)| \leq C e^{U_\alpha} (|\phi| + |\varphi_\lambda|) e^{\rho |\phi| + |\varphi_\lambda|}.
\]

Therefore,

\[
|M(\phi_1) - M(\phi_2)| \leq C e^{U_\alpha} (|\bar{\phi}| + |\varphi_\lambda|) e^{\rho |\phi_1 - \phi_2|}.
\]

Similarly to (6.2) and (6.3),

\[
\sup_{|x - \xi| \leq 1, x \notin \overline{D}_{\lambda, \xi}} |x - \xi|^\sigma e^{U_\alpha} |\bar{\phi}| e^{\rho |\phi_1 - \phi_2|} \leq C \rho e^\rho \|\phi_1 - \phi_2\|_{*, \xi}
\]

and

\[
\sup_{|x - \xi| \leq 1, x \notin \overline{D}_{\lambda, \xi}} |x - \xi|^\sigma e^{U_\alpha} |\varphi_\lambda| e^{\rho |\phi_1 - \phi_2|} \leq C e^\rho \lambda^{(N-2)/2} \sup_{\delta \sqrt{\lambda}/|\xi| \leq |x - \xi| \leq 1} |x - \xi|^{\sigma + 2-N} \|\phi_1 - \phi_2\|_{*, \xi}
\]

\[
\leq C e^\rho \lambda^{\sigma/2} \|\phi_1 - \phi_2\|_{*, \xi}.
\]

These inequalities yield

\[
\sup_{|x - \xi| \leq 1, x \notin \overline{D}_{\lambda, \xi}} |x - \xi|^\sigma |M(\phi_1) - M(\phi_2)| \leq C (\rho + \lambda^{\sigma/2}) e^\rho \|\phi_1 - \phi_2\|_{*, \xi}.
\]  
(6.8)
On the other hand

\[ \sup_{|x - \xi| \geq 1} |x - \xi|^2 + \beta \sum_{i=1}^{N} e^{U_i} e^{\hat{\phi}} |\phi_1 - \phi_2| \leq C \rho e^{\rho} \|\phi_1 - \phi_2\|_{*,\xi} \]

and

\[ \sup_{|x - \xi| \geq 1} |x - \xi|^2 + \beta \sum_{i=1}^{N} e^{U_i} e^{\phi} |\phi_1 - \phi_2| \leq C \lambda (N-2)/2 e^{\rho} \sup_{|x - \xi| \geq 1} |x - \xi|^2 - N \|\phi_1 - \phi_2\|_{*,\xi} \]

\[ = C \lambda (N-2)/2 e^{\rho} \|\phi_1 - \phi_2\|_{*,\xi}. \]  

Then

\[ \sup_{|x - \xi| \geq 1} |x - \xi|^2 + \beta |M(\phi_1) - M(\phi_2)| \leq C(\rho + \lambda (N-2)/2) e^{\rho} \|\phi_1 - \phi_2\|_{*,\xi}. \]  

Combining (6.8) with (6.9) we obtain

\[ \|M(\phi_1) - M(\phi_2)\|_{*,\xi} \leq C(\rho + \lambda (N-2)/2) e^{\rho} \|\phi_1 - \phi_2\|_{*,\xi}. \]  

(6.10)

Gathering (6.7) and (6.10) we conclude that \( A \) is a contraction mapping in \( F \) provided \( \rho > 0 \) is fixed suitable small, and hence it has unique fixed point in this set. Moreover, from the previous steps we deduce the estimate

\[ \|\phi_{\lambda,\xi}\|_{*,\xi} \leq C \lambda^{\sigma/2} \text{ for all } 0 < \lambda < \Lambda, \]

which is the desired conclusion.  

7. The case \( N = 3 \)

In this section, we show the modifications needed in Theorem 1 and its proof for the low dimension case, so we consider without mentioning \( N = 3 \).

We use again the norms defined in (3.10)–(3.11), but this time \( \beta \in (0, 1/2) \). As we pointed out in Remark 2, the problem

\[ \Delta \phi - \lambda_0 e^{U_0} \phi = h \text{ in } \mathbb{R}^3, \quad \|h\|_{*,\xi} < +\infty, \]

may not be solvable for \( \|\phi\|_{*,\xi} < +\infty \), unless \( h \) satisfies the orthogonality conditions

\[ \int_{\mathbb{R}^3} h \frac{\partial U_i}{\partial x_i} \, dx = 0, \quad i = 1, 2, 3 \]  

(7.1)

(note that these conditions are equivalent to those in (4.17)).

Therefore, problem (3.6) may not be solvable in the required space unless \( \xi \) would be chosen in a very special way. So, in low dimension we consider instead the projected problem

\[ \begin{aligned}
\Delta \phi + \lambda_0 e^{U_0} \phi &= M(\phi) + E_\lambda + \sum_{i=1}^{3} c_i \Phi_i \text{ in } \mathbb{R}^3 \setminus \overline{D}_{\lambda,\xi}, \\
\phi &= 0 \quad \text{on } \partial D_{\lambda,\xi}.
\end{aligned} \]  

(7.2)
where $c_i$'s are constants, which are part of the unknown, and

$$
\Phi_i(x) = \eta(x) \frac{\partial U}{\partial x_i}(x), \quad i = 1, 2, 3.
$$

$\eta$ is a fixed radial cut-off function, i.e. $\eta \in C^\infty(\mathbb{R}^3)$, $\eta(x) = \eta(|x|)$, $0 \leq \eta \leq 1$ and

$$
\eta(x) = 1 \quad \text{for } |x| \leq 1, \quad \eta(x) = 0 \quad \text{for } |x| \geq 2.
$$

The only purpose of $\eta$ is to make $\Phi_i$ "sufficiently" integrable in $\mathbb{R}^3$.

We handle problem (7.2) using a similar scheme to problem (3.6). Through an application of the Banach fixed point theorem in a suitable $L^\infty$ space, we prove that (7.2) is solvable in the form

$$
\phi = \phi(\lambda, \xi),
$$

$$
c_i = c_i(\lambda, \xi),
$$

where the dependence on the parameters is continuous. We then obtain a solution of problem (3.6) if

$$
c_i(\lambda, \xi) = 0 \quad \text{for all } i = 1, 2, 3.
$$

We will show that for each sufficiently small $\lambda$ there is indeed a point $\xi$ such that this system of equations is satisfied.

Similarly to higher dimensions, the use of contraction mapping principle is based on the construction of a bounded inverse for the linear problem

$$
\Delta \phi + \lambda_0 e^{U_u} \phi = h + \sum_{i=1}^3 c_i \Phi_i \quad \text{in } \mathbb{R}^3 \setminus \overline{D}_{\lambda, \xi},
$$

$$
\phi = 0 \quad \text{on } \partial D_{\lambda, \xi}.
$$

(7.3)

We have this analogous result to Proposition 1.

**Proposition 4.** Let us consider numbers $\alpha > 0$ and $Z > 0$. Then there exist positive constants $C, \Lambda$ such that for any $|\xi| \leq Z$ and any $0 < \lambda < \Lambda$ the following holds: For any $h$ with $\|h\|_{**, \xi} < +\infty$, there exists a solution of problem (7.3)

$$
(\phi, c_1, c_2, c_3) = \Psi_\lambda(h),
$$

which defines a linear operator of $h$ such that

$$
\|\phi\|_{**, \xi} + \max_{i=1,2,3} |c_i| \leq C \|h\|_{**, \xi}.
$$

As we did in Section 4, we first consider the version of problem (7.3) in entire space,

$$
\Delta \phi + \lambda_0 e^{U_u} \phi = h + \sum_{i=1}^3 c_i \Phi_i \quad \text{in } \mathbb{R}^3.
$$

(7.4)

The corresponding result to Proposition 2 is the following.

**Proposition 5.** Let $\alpha > 0$ and $Z > 0$. Then there exists a $C > 0$ such that for any $|\xi| \leq Z$ the following holds: For any $h$ with $\|h\|_{**, \xi} < +\infty$, there exists a solution of (7.4)

$$
(\phi, c_1, c_2, c_3) = \Psi(h),
$$

where $c_i$'s are constants, which are part of the unknown, and

$$
\Phi_i(x) = \eta(x) \frac{\partial U}{\partial x_i}(x), \quad i = 1, 2, 3.
$$

$\eta$ is a fixed radial cut-off function, i.e. $\eta \in C^\infty(\mathbb{R}^3)$, $\eta(x) = \eta(|x|)$, $0 \leq \eta \leq 1$ and

$$
\eta(x) = 1 \quad \text{for } |x| \leq 1, \quad \eta(x) = 0 \quad \text{for } |x| \geq 2.
$$

The only purpose of $\eta$ is to make $\Phi_i$ "sufficiently" integrable in $\mathbb{R}^3$.

We handle problem (7.2) using a similar scheme to problem (3.6). Through an application of the Banach fixed point theorem in a suitable $L^\infty$ space, we prove that (7.2) is solvable in the form

$$
\phi = \phi(\lambda, \xi),
$$

$$
c_i = c_i(\lambda, \xi),
$$

where the dependence on the parameters is continuous. We then obtain a solution of problem (3.6) if

$$
c_i(\lambda, \xi) = 0 \quad \text{for all } i = 1, 2, 3.
$$

We will show that for each sufficiently small $\lambda$ there is indeed a point $\xi$ such that this system of equations is satisfied.

Similarly to higher dimensions, the use of contraction mapping principle is based on the construction of a bounded inverse for the linear problem

$$
\Delta \phi + \lambda_0 e^{U_u} \phi = h + \sum_{i=1}^3 c_i \Phi_i \quad \text{in } \mathbb{R}^3 \setminus \overline{D}_{\lambda, \xi},
$$

$$
\phi = 0 \quad \text{on } \partial D_{\lambda, \xi}.
$$

(7.3)

We have this analogous result to Proposition 1.

**Proposition 4.** Let us consider numbers $\alpha > 0$ and $Z > 0$. Then there exist positive constants $C, \Lambda$ such that for any $|\xi| \leq Z$ and any $0 < \lambda < \Lambda$ the following holds: For any $h$ with $\|h\|_{**, \xi} < +\infty$, there exists a solution of problem (7.3)

$$
(\phi, c_1, c_2, c_3) = \Psi_\lambda(h),
$$

which defines a linear operator of $h$ such that

$$
\|\phi\|_{**, \xi} + \max_{i=1,2,3} |c_i| \leq C \|h\|_{**, \xi}.
$$

As we did in Section 4, we first consider the version of problem (7.3) in entire space,

$$
\Delta \phi + \lambda_0 e^{U_u} \phi = h + \sum_{i=1}^3 c_i \Phi_i \quad \text{in } \mathbb{R}^3.
$$

(7.4)

The corresponding result to Proposition 2 is the following.

**Proposition 5.** Let $\alpha > 0$ and $Z > 0$. Then there exists a $C > 0$ such that for any $|\xi| \leq Z$ the following holds: For any $h$ with $\|h\|_{**, \xi} < +\infty$, there exists a solution of (7.4)

$$
(\phi, c_1, c_2, c_3) = \Psi(h),
$$
which defines a linear operator of $h$ such that

$$
\|\phi\|_{\ast,\xi} + \max_{i=1,2,3} |c_i| \leq C\|h\|_{\ast,\xi}. \tag{7.5}
$$

We observe that the numbers $c_i$ are explicit functions of $h$. Indeed, if $\phi$ solves (7.4) with the bound (7.5) then two integrations by parts again $\Phi_i$ yield

$$
c_i = -\int_{\mathbb{R}^3} h \Phi_i \, dx - \int_{\mathbb{R}^3} \eta \left| \frac{\partial U_\alpha}{\partial x_i} \right|^2 \, dx, \quad i = 1, 2, 3. \tag{7.6}
$$

This expression allows us to estimate $|c_i|$ in terms of $\|h\|_{\ast,\xi}$.

The scheme of the proof of Proposition 5 is analogous to the one used in Proposition 2. We first consider $\xi = 0$ and write $h$ in its Fourier modes. Then we treat each Fourier mode of Eq. (7.4) separately. For Fourier modes $k = 1, 2, 3$, we have to take care of choosing $c_i$ according to (7.6); in this way, orthogonality conditions (7.1), and then (4.17), will be satisfied. The estimates for $|c_i|, i = 1, 2, 3$, in (7.5) are obtained using (7.6). The blow-up method used to prove the continuity of the operator, as well as the gluing argument are similar to Section 4, we omit the details.

Likewise, we can prove Proposition 4 from Proposition 5 using a similar scheme to Section 5.

### 7.1. Proof of Theorem 2

Using a similar scheme to Section 6, from Proposition 4 we can prove the existence of solutions to problem (7.2) in low dimension, we omit the details. In particular, we have

**Proposition 6.** Let us consider $\alpha > 0$ and $Z > 0$. Then there are positive numbers $\Lambda, C$ such that for any $|\xi| < Z$ and any $0 < \lambda < \Lambda$ there exist $\phi_{\lambda,\xi}, c_1(\lambda, \xi), c_2(\lambda, \xi), c_3(\lambda, \xi)$ solution to problem (7.2) such that

$$
\|\phi_{\lambda,\xi}\|_{\ast,\xi} + \max_{i=1,2,3} |c_i(\lambda, \xi)| \leq C\lambda^\gamma \quad \text{for all } 0 < \lambda < \Lambda, \, |\xi| < Z, \tag{7.7}
$$

where

$$
\gamma = 1/2 \min\{\sigma, 1\}.
$$

Next we make a remark on how to recognize when $c_i = 0$ in Eq. (7.3).

**Lemma 1.** There is $\epsilon_0 > 0$ small such that if $\lambda < \epsilon_0$ and $\phi$ is a solution to (7.3) such that $\|\phi\|_{\ast,\xi} < +\infty$, $\|h\|_{\ast,\xi} < +\infty$, then $c_i = 0$ for all $i = 1, 2, 3$ if and only if

$$
\int_{\partial(\mathbb{R}^3 \setminus D_{\lambda,\xi})} \frac{\partial \phi}{\partial n} \frac{\partial U_\alpha}{\partial x_i} \, dS(x) + \int_{\mathbb{R}^3 \setminus D_{\lambda,\xi}} h \frac{\partial U_\alpha}{\partial x_i} \, dx = 0 \quad \text{for all } i = 1, 2, 3.
$$

**Proof.** Since $\partial_{x_i} U_\alpha$ satisfies the linear homogeneous equation in $\mathbb{R}^3$, multiplying (7.3) by this function and integrating by parts in $B_R(0) \setminus D_{\lambda,\xi}$, where $R$ is large, we obtain

$$
\int_{\partial(\mathbb{R}^3 \setminus D_{\lambda,\xi})} \frac{\partial \phi}{\partial n} \frac{\partial U_\alpha}{\partial x_j} - \frac{\partial \phi}{\partial n} \frac{\partial U_\alpha}{\partial x_j} \, dS(x) = \int_{B_R(0) \setminus D_{\lambda,\xi}} \left( h + \sum_{i=1}^{3} c_i \Phi_i \right) \frac{\partial U_\alpha}{\partial x_j} \, dx. \tag{7.8}
$$
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Since $\|\phi\|_{*,\xi} < +\infty$ we see that
\[ |\phi(x)| \leq C|x|^{-\beta} \quad \text{for all } |x| \geq R'. \]

A scaling argument and elliptic estimates show that
\[ |\nabla \phi(x)| \leq C|x|^{-\beta-1} \quad \text{for all } |x| \geq R', \]
where $R' > 0$ is a large fixed number. Thus
\[ \left| \frac{\partial \phi}{\partial n} \frac{\partial U_\alpha}{\partial x_j} - \phi \frac{\partial}{\partial n} \frac{\partial U_\alpha}{\partial x_j} \right| \leq C|x|^{-\beta-2} \quad \text{for all } |x| \geq R', \]
and hence
\[ \lim_{R \to +\infty} \int_{\partial B_R(0)} \left( \frac{\partial \phi}{\partial n} \frac{\partial U_\alpha}{\partial x_j} - \phi \frac{\partial}{\partial n} \frac{\partial U_\alpha}{\partial x_j} \right) dS(x) = 0. \]

Letting $R \to +\infty$ in (7.8) yields
\[ \sum_{i=1}^{3} c_i \int_{\mathbb{R}^3 \setminus \mathcal{D}_{\lambda,\xi}} \Phi_i \frac{\partial U_\alpha}{\partial x_j} \, dx = -\int_{\mathbb{R}^3 \setminus \mathcal{D}_{\lambda,\xi}} h \frac{\partial U_\alpha}{\partial x_j} \, dx - \int_{\partial \mathcal{D}_{\lambda,\xi}} \frac{\partial \phi}{\partial n} \frac{\partial U_\alpha}{\partial x_j} \, dS(x). \]

For $\lambda > 0$ sufficiently small the matrix with entries $\int_{\mathbb{R}^3 \setminus \mathcal{D}_{\lambda,\xi}} \Phi_i \frac{\partial U_\alpha}{\partial x_j} \, dx$ is close to $\int_{\mathbb{R}^3} \Phi_i \frac{\partial U_\alpha}{\partial x_j} \, dx$ which is invertible. The lemma follows. \( \square \)

Seeking $c_i = 0$. Finally we show how to find a $\xi = \xi(\lambda)$, $\lambda > 0$ small, such that
\[ c_i(\lambda, \xi) = 0 \quad \text{for all } i = 1, 2, 3, \]
and thereby prove Theorem 2.

Let us assume $0 \in \mathcal{D}$ and $\sigma \in (1, 2)$. We have found a solution $\phi_{\lambda, \xi}$, $c_1(\lambda, \xi)$, $c_2(\lambda, \xi)$, $c_3(\lambda, \xi)$ to (7.2). By the previous lemma, for all $\lambda$ small $c_1 = c_2 = c_3 = 0$ if and only if
\[ \int_{\mathbb{R}^3 \setminus \mathcal{D}_{\lambda,\xi}} (E_\lambda + M(\phi_{\lambda, \xi})) \frac{\partial U_\alpha}{\partial x_i} \, dx + \int_{\partial \mathcal{D}_{\lambda,\xi}} \frac{\partial \phi_{\lambda, \xi}}{\partial n} \frac{\partial U_\alpha}{\partial x_i} \, dS(x) = 0 \quad (7.9) \]
for all $i = 1, 2, 3$.

Let us define
\[ G_j(\xi) = \int_{\mathbb{R}^3 \setminus \mathcal{D}_{\lambda,\xi}} (E_\lambda + M(\phi_{\lambda, \xi})) \frac{\partial U_\alpha}{\partial x_i} \, dx + \int_{\partial \mathcal{D}_{\lambda,\xi}} \frac{\partial \phi_{\lambda, \xi}}{\partial n} \frac{\partial U_\alpha}{\partial x_i} \, dS(x). \quad (7.10) \]

Using local uniqueness, the fixed point characterization of $\phi_\lambda$ and elliptic estimates, one can prove that the functions $G_j$ are continuous; we omit the details.
Recalling the definition of \( f_0 \) in (3.4), we claim that
\[
G_j(\xi) = f_0 \lambda^{1/2} \int_{\mathbb{R}^3} |x - \xi|^{-1} e^{U_\alpha} \frac{\partial U_\alpha}{\partial x_j} \, dx + o(\lambda^{1/2})
\]  
(7.11)
uniformly on compacts sets of \( \mathbb{R}^3 \). Then, for \( \lambda \) small \( G_j(\xi) \sim f_0 \lambda^{1/2} \frac{\partial U_\alpha}{\partial x_j}(\xi) \), so we can expect that there exists \( \xi \) annulling the functions \( G_j \), \( j = 1, 2, 3 \).

We first observe that
\[
\int_{\mathbb{R}^3} \left| \mathcal{M}(\phi_{\lambda,\xi}) \frac{\partial U_\alpha}{\partial x_i} \right| \, dx = O(\lambda^{\sigma/2}).
\]  
(7.12)
Indeed,
\[
\int_{\mathbb{R}^3} \left| \mathcal{M}(\phi_{\lambda,\xi}) \frac{\partial U_\alpha}{\partial x_i} \right| \, dx = \int_{B_1(\xi) \setminus D_{\lambda,\xi}} \ldots \, dx + \int_{\mathbb{R}^3 \setminus B_1(\xi)} \ldots \, dx;
\]
by (6.4) and (7.7),
\[
\int_{B_1(\xi) \setminus D_{\lambda,\xi}} \left| \mathcal{M}(\phi_{\lambda,\xi}) \frac{\partial U_\alpha}{\partial x_i} \right| \, dx \leq C(\|\phi\|_{2,\xi}^2 + \lambda^{\sigma/2}) e^{\|\phi\|_{1,\xi}} \int_{B_1(\xi) \setminus D_{\lambda,\xi}} |x - \xi|^{-\sigma} \, dx
\]
\[
\leq C(\lambda + \lambda^{\sigma/2}) e^{\lambda^{1/2}}.
\]
Likewise, (6.5) and (7.7) yield
\[
\int_{\mathbb{R}^3 \setminus B_1(\xi)} \left| \mathcal{M}(\phi_{\lambda,\xi}) \frac{\partial U_\alpha}{\partial x_i} \right| \, dx \leq C(\|\phi\|_{2,\xi}^2 + \lambda) e^{\|\phi\|_{1,\xi}} \int_{\mathbb{R}^3 \setminus B_1(\xi)} |x - \xi|^{-3-\beta} \, dx
\]
\[
\leq C\lambda e^{\lambda^{1/2}}.
\]
These inequalities prove (7.12).

On the other hand, we need to estimate the boundary integral of (7.10). We claim that
\[
\left| \frac{\partial \tilde{\phi}_{\lambda,\xi}}{\partial n}(x) \right| = O(\lambda^{-1/2}), \quad \text{uniformly for } x \in \partial D_{\lambda,\xi}.
\]  
(7.13)
In fact,
\[
\tilde{\phi}_{\lambda,\xi}(y) = \phi_{\lambda,\xi} \left( \xi + \sqrt{\frac{\lambda}{\lambda_0}} y \right) \quad \text{for all } y \in \mathbb{R}^3 \setminus D.
\]
By (7.7), we have
\[
\left| \tilde{\phi}_{\lambda,\xi}(y) \right| \leq C\lambda^{1/2} \quad \text{for all } |y| \leq \sqrt{\frac{\lambda_0}{\lambda}}.
\]
Likewise, by (7.7) and the definition of the norm $\| \phi_{\lambda,\xi} \|_*, we see that $\phi_{\lambda,\xi}$ is uniformly bounded. Furthermore, (7.2) implies that $|\Delta \phi_{\lambda,\xi}| \leq C$ in $\mathbb{R}^N \setminus D_{\lambda,\xi}$, thereby $\phi_{\lambda,\xi}$ satisfies

$$|\Delta \tilde{\phi}_{\lambda,\xi}| \leq C\lambda.$$ 

By elliptic estimates

$$\sup_{\partial D} |\nabla \tilde{\phi}_{\lambda,\xi}| \leq C\lambda^{1/2},$$

which proves (7.13). Using the last inequality we derive

$$\int_{\partial D_{\lambda,\xi}} \frac{\partial \phi_{\lambda,\xi}}{\partial n} \frac{\partial U_\alpha}{\partial x_i} \, dS(x) = O(\lambda).$$

This fact together (7.12) prove the claim made in (7.11).

Finally, let us consider the vector field

$$G(\xi) = \left( G_1(\xi), G_2(\xi), G_3(\xi) \right).$$

$G$ is continuous and, thanks to (7.11),

$$G(\xi) \cdot \xi < 0 \quad \text{for all } |\xi| = R,$$

for any fixed small $R > 0$. Using this and degree theory we obtain the existence of $\xi$ such that $c_1 = c_2 = c_3 = 0$. Which is the desired conclusion. □
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