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Abstract Let B be the unit ball in R
N , N ≥ 3 and n be the exterior unit normal

vector on the boundary. We consider radial solutions to

Δ2u = λ(1 + sign(p)u)p in B, u = 0,
∂u

∂n
= 0 on ∂B

where λ ≥ 0. For positive p we assume 5 ≤ N ≤ 12 and p > N+4
N−4 , or N ≥ 13 and

N+4
N−4 < p < pc, where pc is a constant depending on N . For negative p we assume
4 ≤ N ≤ 12 and p < pc, or N = 3 and p+

c < p < pc, where p+
c is a constant. We

show that there is a unique λS > 0 such that if λ = λS there exists a radial weakly
singular solution. For λ = λS there exist infinitely many regular radial solutions and
the number of radial regular solutions goes to infinity as λ → λS .
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144 J. Dávila et al.

1 Introduction

In their well known work, Joseph and Lundgren [30] gave a complete characterization
of all positive solutions of the problem

−Δu = λg(u) in B, u = 0 on ∂B, (1)

where g(u) = eu or g(u) = (1 + a u)p, ap > 0, B is the unit ball in R
N , and

λ > 0. In particular, they found a remarkable phenomenon for g(u) = eu and N > 2:
either (1) has at most one solution for each λ or there is a value of λ for which infi-
nitely many solutions exists. In the case of a power nonlinearity the same alternative
is valid if N ≥ 3 and p �∈ (1, (N + 2)/(N − 2)]. The multiplicity result of Joseph
and Lundgren, established for radial solutions, is based on earlier work of Barenblatt
for the exponential nonlinearity, who used Emden’s transformation to obtain infinitely
many solutions for one λ in 3 dimensions, see [21]. We recall that all positive smooth
solutions of (1) are radial by the result of Gidas et al. [23].

A general problem formulated by Lions [33, Sect. 4.2 (c)] is whether it is possible
to obtain a description of the solution set of higher order semilinear equations, similar
to those known for (1).

In this paper we study a semilinear equation involving the bilaplacian operator and
a power type nonlinearity:

Δ2u = λ (1 + sign(p)u)p in B, u = 0,
∂u

∂n
= 0 on ∂B (2)

where λ > 0, p ∈ R, p �= 0 and sign(p) = 1 if p > 0, sign(p) = −1 if p < 0.
We also treat Navier boundary conditions. We show that (2) presents a multiplicity
phenomenon of radial solutions similar to the one known for the second order equa-
tion, if p is restricted to be in a region that involves a critical number pc, defined in
(7) below, which was introduced in a recent work by Gazzola and Grunau [20]. We
consider only radial solutions, since all positive smooth solutions of (2) are radial, see
Berchio et al. [6].

A motivation for considering negative powers in (2) stems from a model for the
steady states of a simple micro electromechanical system (MEMS) which has the
general form (see for example [32,37])

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

αΔ2u =
⎛

⎝β

∫

Ω

|∇u|2 dx + γ

⎞

⎠Δu + λ(1 − u)−2 f (x)

(1 + χ
∫

Ω
dx

(1−u)2
)

in Ω

0 < u < 1 in Ω

u = 0, α
∂u

∂n
= 0 on ∂Ω.

We will consider this equation posed in Ω = B with β = γ = χ = 0, α = 1 and
f (x) ≡ 1. Note that in this model only the power p = −2 is relevant, but we shall
work with a larger range of negative powers.
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Multiplicity for the bilaplacian with power nonlinearity 145

Problem (2) for positive powers has been studied in [5,14–16,31] and the case of
negative powers has been treated in [9,11,16,26–28,34]. For both cases it is known that
there exists λ∗ > 0 such that there is a radial classical solution of (2) for 0 < λ < λ∗
and there are no solutions for λ > λ∗. In fact, for 0 < λ < λ∗ there is a pointwise mini-
mal and regular solution uλ. It is also known that the monotone limit u∗ = limλ→λ∗ uλ
belongs to at least L1(B) and is a weak solution, called the extremal solution. For the
proofs see for example [14] for positive powers, where the authors also proved the
stability of the minimal solution, that singular solutions are weakly singular and char-
acterized regular versus singular solutions in terms of the behavior of an autonomous
first order system of ODEs. In [7] they obtained the existence of the threshold λ∗ when
p = −2 and N = 3, but the argument applies to any p < 0 and N ≥ 1. In [15] the
authors proved that if N ≥ 5 and p > N+4

N−4 then there is a singular solution for some
value of λ, and if addition 5 ≤ N ≤ 12 and or N ≥ 13 and p < pc then the extremal
solution is bounded. For boundedness of the extremal solution for negative powers in
[11] the authors obtain for p = −2 the sharp dimensions for which u∗ is regular. See
also [16] where they proved that if N ≤ 4 and p < 0 together with p ≤ (2 − N )/2.

An ingredient in previous arguments, e.g. in [15], is a relation of (2) with entire
solutions to

Δ2U = sign(p)U p, U > 0 in R
N . (3)

In the case of positive p and p < pc the authors in [15] showed that the positive entire
solutions of (3) oscillate infinitely around the explicit singular solution, see also [20]
for positive powers, and [27] in the case N = 3 and p = −2. The stability of the
entire solutions of (3) has been studied in [31], where the author also obtained that for
N ≥ 13 and p ≥ pc the entire solutions are ordered. A similar phenomenon for some
negative p is proved in [28].

Problem (2) has a resemblance with the case of an exponential nonlinearity studied
in [1,2,12], and [13] where we have obtained recently multiplicity results similar to
the ones in this work.

To introduce our results we define the notion of weak solution for (2). If p > 0 we
call u a weak solution of (2) if

⎧
⎪⎨

⎪⎩

u ∈ L1(B), u ≥ 0 a.e., (1 + u)p ∈ L1(B), and
∫

B

uΔ2ϕ = λ

∫

B

(1 + u)pϕ ∀ϕ ∈ C4(B̄), ϕ|∂B = ∇ϕ|∂B = 0. (4)

If p < 0 a weak solution u of (2) is

⎧
⎪⎨

⎪⎩

u ∈ L1(B), 0 ≤ u < 1 a.e., (1 − u)p ∈ L1(B), and
∫

B

uΔ2ϕ = λ

∫

B

(1 − u)pϕ ∀ϕ ∈ C4(B̄), ϕ|∂B = ∇ϕ|∂B = 0. (5)
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146 J. Dávila et al.

If p > 0 a weak solution u to (2) is called singular if u �∈ L∞(B) and regular
otherwise. If p < 0 a weak solution u to (2) is called singular if ‖u‖L∞(B) = 1 and
regular if ‖u‖L∞(B) < 1. By standard regularity theory regular solutions are C∞.
Radial solutions can be only singular at the origin, that is, if u is a radial solution then
u(r) is smooth for r ∈ (0, 1).

For p > 1 a radial singular solution u = u(r) of (2) is called weakly singular if

lim
r→0

r τu(r) exists

where

τ = 4

p − 1
,

while for p < 0 a radial singular solution u = u(r) of (2) is called weakly singular if

lim
r→0

r τ (1 − u(r)) exists.

Ferrero and Grunau [14, Theorem 3] proved that if N ≥ 5 and p > N+4
N−4 then any

radial singular weak solution of (2) is also weakly singular. For negative powers this
is also true (see Sect. 6).

Theorem 1 Assume N ≥ 4 and p < −1, or N = 3 and −3 < p < −1. Then any
radial singular weak solution of (2) is also weakly singular.

1.1 Main results for positive powers

Theorem 2 Assume N ≥ 5 and p > N+4
N−4 . Then there exists a unique λS > 0 such

that (2) with λ = λS admits a radial weakly singular solution and this weakly singular
solution is unique.

Let C denote the solution set associated to (2), that is,

C = {(λ,u) ∈ (0,∞)× C4(B) : u is radial and solves (2)}. (6)

Theorem 3 Assume N ≥ 5 and p > N+4
N−4 . The set C is homeomorphic to R and the

identification can be done through (λ,u) ∈ C → u(0).

The inverse of the above identification can be extended as 0 → (0, 0) and ∞ →
(λS,uS) where uS is the unique weakly singular solution of Theorem 2.

Define

pc = N + 2 −
√

4 + N 2 − 4
√

N 2 + HN

N − 6 −
√

4 + N 2 − 4
√

N 2 + HN

for N ≥ 3 (7)

with

HN = (N (N − 4)/4)2.
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Multiplicity for the bilaplacian with power nonlinearity 147

The constant HN appears as the best constant in the Hardy-Rellich inequality, see [38].
We note that if 3 ≤ N ≤ 12 then pc < 0 and if N ≥ 13 then pc > 0.

The main multiplicity result for positive powers is the following.

Theorem 4 Assume

5 ≤ N ≤ 12 and
N + 4

N − 4
< p < +∞, or N ≥ 13 and

N + 4

N − 4
< p < pc. (8)

Then for λ = λS problem (2) has infinitely many radial smooth solutions. For λ �= λS

there are finitely many radial smooth solutions and their number goes to infinity as
λ → λS.

1.2 Main results for negative powers

Theorem 5 Assume N ≥ 4 and p < −1, or N = 3 and −3 < p < −1. Then there
exists a unique λS > 0 such that (2) with λ = λS admits a radial weakly singular
solution and this weakly singular solution is unique.

Define C as in (6).

Theorem 6 Assume N ≥ 4 and p < −1, or N = 3 and −3 < p < −1. The set C is
homeomorphic to (0, 1)and the identification can be done through (λ,u) ∈ C → u(0).

The inverse of the above identification can be extended as 0 → (0, 0) and 1 →
(λS,uS) where uS is the unique weakly singular solution of Theorem 5.

Define

p+
c = N + 2 +

√

4 + N 2 − 4
√

N 2 + HN

N − 6 +
√

4 + N 2 − 4
√

N 2 + HN

for N ≥ 3, N �= 4. (9)

Theorem 7 Assume

N = 3 and p+
c < p < pc, or 4 ≤ N ≤ 12 and − ∞ < p < pc. (10)

where pc is given in (7). Then for λ = λS problem (2) has infinitely many radial
smooth solutions. For λ �= λS there are finitely many radial smooth solutions and
their number goes to infinity as λ → λS.

We note that if 3 ≤ N ≤ 12 then pc < 0 and if N ≥ 13 then pc > 0.When N = 3,
the range p+

c < p < pc can be written as

−2.626 . . . = −5 +
√

13 − 3
√

17

3 −
√

13 − 3
√

17
< p < −5 −

√
13 − 3

√
17

3 +
√

13 − 3
√

17
= −1.108 . . .

and when N = 4 we have pc = −1.
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1.3 Further results and comments

Concerning Theorems 2 and 5, there is a proof of existence of weakly singular solutions
for positive powers in [15], but uniqueness is not treated.

For positive powers, in [15] the authors showed, using the ideas of [12], that in the
range (8) one has λS < λ∗ and u∗ is regular. In the case p = −2, in [11] they proved
that u∗ is regular if 1 ≤ N ≤ 8 and singular if N ≥ 9. We can actually complete part
of this result for negative powers:

Corollary 1 Assume that p is in the range (10). Then λS < λ∗ and u∗ is regular.

This corollary follows from Theorem 7, since we also prove that under (10) there
are regular radial solutions for λ > λS close to λS . It follows then that λ∗ > λS . If u∗
is singular, then by Theorem 1 it would be weakly singular and this would contradict
the uniqueness part of Theorem 5.

It is natural to ask: if p is the complementary ranges to (8) and (10), more precisely,
if

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

N ≥ 13 and p ≥ pc, or

N = 3 and p ∈ (−3, p+
c ] ∪ [pc,−1), or

5 ≤ N ≤ 12 and pc ≤ p < −1, or

N ≥ 13 and p < −1,

(11)

is u∗ is singular? We know that in some cases this is true, see [11], where they proved
that if p = −2 then u∗ is singular if and only if N ≥ 9, which is consistent with (11).
But surprisingly the answer in part of the range (11) is negative. In fact, in [16] the
authors show that when N = 3 and p ≤ −1/2 then u∗ is regular. This implies that
the curve of solution must bend back at λ∗ and then continues to the weakly singu-
lar solution uS . Numerical computations shown in Fig. 1 suggest that if N = 3 and
p ∈ (−3, p+

c ] ∪ [pc,−1), there is no oscillation as λ → λS and that the number of
solutions is bounded independently of λ and bigger than one in some intervals. This
is notably different to what happens for the Laplacian with power-type nonlinearities,
where it is known that either there is uniqueness of solutions for all λ or there is some
λ with infinitely many solutions, see [30].

It remains an open problem whether u∗ is singular in the range (11), with N ≥ 5
in the case of negative powers. In Fig. 2, we observe from numerical calculations
that u∗ is regular when p = −1.02 and N = 5 or N = 6. We conjecture that for
each p ∈ (pc,−1) there exists a critical dimension Np such that u∗ is singular for
N ≥ Np.

The computations of Figs. 1 and 2 were done for the Navier problem (12) to obtain
solutions with u(0) closer to 1. We found, however, that the Dirichlet problem (2)
produces qualitatively similar pictures.

We complement the previous results with the following property, that relates the
regularity of u∗ to uniqueness of solutions.
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Multiplicity for the bilaplacian with power nonlinearity 149

Fig. 1 Bifurcation diagram of Eq. (12) for negative powers and N = 3. Since oscillations have small
amplitude, we draw in a thicker line the points to the left of λS in the range − log(1 − u(0)) > 4. We
estimate λS as the numerical value of λ at the highest point in each curve. For p = −2, the bifurcation
diagram has the form described by Theorem 9

Fig. 2 Bifurcation diagram of Eq. (12) for p = −1.02 and several dimensions. We draw in a thicker line
the points to the right of λS . We estimate λS as the numerical value of λ at the highest point in each curve.
Here for N = 5 and N = 6 we find non-uniqueness

Proposition 2 Assume

(a) N ≥ 5 and p > N+4
N−4 , or

(b) N ≥ 4 and p < −1, or N = 3 and −3 < p < −1.

Then u∗ is singular if and only if for each λ ∈ (0, λ∗) Eq. (2) has a unique solution.
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150 J. Dávila et al.

For the problem with Navier boundary conditions

{
Δ2u = λ (1 + sign(p)u)p in B

u = Δu = 0 on ∂B
(12)

we have similar results.

Theorem 8 Assume

(a) N ≥ 5 and p > N+4
N−4 , or

(b) N ≥ 4 and p < −1, or N = 3 and −3 < p < −1.

Then there exists a unique λS > 0 such that (12) with λ = λS admits a radial weakly
singular solution and this weakly singular solution is unique.

Theorem 9 Assume (8) for positive p or (10) for negative p. Then (12) with λ = λS

admits infinitely many regular radial solutions. For λ �= λS then (12) has a finite
number of regular radial solutions and the number of radial regular solutions goes to
infinity as λ → λS.

By a change of variables we transform the ODE version of (2) into a reasonable
first order 4 dimensional nonlinear system, treating simultaneously positive and neg-
ative powers. The system has 2 stationary points P1, P2. Some properties of this or
similar systems were studied in [14–16,20,27]. We review this material in Sect. 2. The
existence and uniqueness of a weakly singular solution is related to the properties of
the unstable manifold of P2. This is explained in Sect. 3.

For the multiplicity results we follow the same argument as in [13] for the bila-
placian with exponential nonlinearity. This idea traces back to the work of Bamón,
Flores, del Pino [3] and was subsequently applied also in [17–19]. An important step
consists in finding a heteroclinic connection from P1 to P2. This connection was found
by Gazzola, Grunau in [20] for positive powers and by Guo and Wei [27] in the case
N = 3 and p = −2, based on the analysis of entire solutions. We complete this
analysis for the remaining negative powers in Sect. 4. This extension is not trivial. In
[20,27] the authors introduce a natural energy that decreases along trajectories that
oscillate infinitely many times. However, for many negative exponents this energy
does not seem useful, and we have to find an alternative argument. We find a similar
difficulty in proving Theorem 1, which we do in Sect. 6.

In Sect. 5 we explain how to obtain the connection from the entire solution. This
connection is then useful to establish that in the correct range of powers the unstable
manifold of P1, which gives rise to regular solutions, has a spiral structure around the
unstable manifold of P2, and this yields the multiplicity results, see Sect. 7.

The fact that the solution set is homeomorphic to (0,∞) is based on an idea of
Guo and Wei [27], that asserts that the radial solutions to (2) are uniquely determined
by their value at the origin. We then show that these values actually cover the whole
interval (0,∞) or (0, 1). This is done in Sect. 8, where we complete the proofs of
Theorems 3, 6 and Proposition 2.
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Multiplicity for the bilaplacian with power nonlinearity 151

2 Preliminaries

2.1 Important constants

We define

τ = 4

p − 1
, and K0 = τ(τ + 2)(N − 2 − τ)(N − 4 − τ). (13)

In the sequel we shall work in the following range of p. If p is positive:

N ≥ 5 and p > N+4
N−4 (14)

and p is negative:

N = 3 and −3 < p < −1, or N ≥ 4 and p < −1. (15)

In this range we have

sign(K0) = sign(p) = sign(τ ). (16)

Indeed, even for p > N/(N − 4) and N ≥ 5, we have

τ + 2 > 0, pτ > 0, N − 4 − τ > 0, and N − 2 − τ > 0 (17)

and hence K0 > 0. If p < −1 the inequality τ + 2 > 0 holds and if N = 3, then
N − 4 − τ > 0 for p > −3. Therefore for N = 3 and −3 < p < −1 or N ≥ 4 and
p < −1 we have (17) and hence K0 < 0.

In the sequel we will write

α = sign(p).

and we shall use that α2 = 1 in some of the forthcoming computations.
For some of the arguments it will be convenient to work with the following change

of variables

U =
(

λ

αK0

) 1
p−1

(1 + αu).

Then (2) becomes

⎧
⎪⎨

⎪⎩

Δ2U = K0U p in B

U =
(

λ

αK0

) 1
p−1

and
∂U

∂n
= 0 on ∂B.

(18)
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When (16) holds the equation

Δ2U = K0U p in R
N

has an explicit radial singular solution:

U (r) = r−τ ,

however, this solution does not satisfy the boundary condition for the normal derivative
in (18).

2.2 The Emden-Fowler transformation

With the change of variables

v(t) =
(

λ

αK0

) 1
p−1

eτ t (1 + αu(r)) , r = et (19)

Equation (2) is equivalent to

Lv(t) = K0v(t)
p for all t < 0 (20)

where

L = (∂t − τ + N − 4) (∂t − τ + N − 2) (∂t − τ − 2) (∂t − τ)

with the boundary conditions

v(0) =
(

λ

αK0

) 1
p−1

, v′(0)− τv(0) = 0. (21)

and the behavior at −∞ of regular solutions is given by

lim
t→−∞ v(t)

α = 0, lim
t→−∞(v

′(t)− τv(t)) = 0.

The operator L can also be written in the form

Lv = v(4) + K3v
′′′ + K2v

′′ + K1v
′ + K0v

where K0 is defined in (13) and

⎧
⎪⎨

⎪⎩

K1 = −4τ 3 + (6N − 24)τ 2 + (20N − 2N 2 − 40)τ − 2N 2 + 12N − 16

K2 = 6τ 2 + (24 − 6N )τ − 10N + 20 + N 2

K3 = 2N − 8 − 4τ.

(22)
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Let
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

v1(t) = v(t)α = Cαeατ t (1 + αu(et )
)α

v2(t) = α (∂t − τ) v(t) = Ce(τ+1)t du

dr
(et )

v3(t) = (∂t − τ − 2 + N ) v2(t) = Ce(τ+2)tΔu(et )

v4(t) = (∂t − τ − 2) v3 = Ce(τ+3)t d(Δu)

dr
(et )

(23)

where C = (λ/(αK0))
1

p−1 . Then (20) becomes

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

v′
1 = ατv1 + v2v

1−α
1

v′
2 = (τ + 2 − N ) v2 + v3

v′
3 = (τ + 2) v3 + v4

v′
4 = αK0v

αp
1 + (τ − N + 4) v4.

(24)

In the sequel we will consider this system only for solutions such that v1 > 0. How-
ever, it is useful to extend it to be C1 for all values of v1 so that we can linearize around
the origin. We do this by replacing the last equation with

v′
4 = αK0|v1|αp + (τ − N + 4) v4.

Condition (21) is equivalent to

v1(0) =
(

λ

αK0

) 1
p−1

, v2(0) = 0. (25)

The only stationary points of the system (24) are

{
P1 = (0, 0, 0, 0)

P2 = (1,−ατ,−ατ (N − 2 − τ) , α (N − 2 − τ) τ (τ + 2))
(26)

The linearization of (24) around the point P1 is given by Z ′ = M̄ Z where

M̄ =

⎡

⎢
⎢
⎢
⎣

ατ σ 0 0

0 −(N − 2 − τ) 1 0

0 0 2 + τ 1

0 0 0 −(N − 4 − τ)

⎤

⎥
⎥
⎥
⎦

where σ = 1 if α = 1 and σ = 0 if α = −1. The eigenvalues of this matrix are
ατ, 2 + τ,−N + 4 + τ , and −N + 2 + τ . Then, in the range (14) and (15), P1 is a
hyperbolic point with a 2-dimensional unstable manifold W u(P1) and a 2-dimensional
stable manifold W s(P1).
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154 J. Dávila et al.

The linearization of (24) around P2 is given by Z ′ = M Z where

M =

⎡

⎢
⎢
⎣

τ 1 0 0
0 −(N − 2 − τ) 1 0

0 0 τ + 2 1

pK0 0 0 −(N − 4 − τ)

⎤

⎥
⎥
⎦ (27)

The eigenvalues of M are given by

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ν1 = τ + 1

2

(
4 − N + √

M1(N )+ M2(N )
)

ν2 = τ + 1

2

(
4 − N − √

M1(N )+ M2(N )
)

ν3 = τ + 1

2

(
4 − N + √

M1(N )− M2(N )
)

ν4 = τ + 1

2

(
4 − N − √

M1(N )− M2(N )
)

(28)

where

M1(N ) = (N − 2)2 + 4, M2(N ) = 4
√

(N − 2)2 + pK0

Note that for N ≥ 5 and p > (N + 4)/(N − 4) we have 0 < τ < (N − 4)/2. If
N = 3 and −3 < p < −1 then −2 < τ < −1 and for N ≥ 4 and p < −1 , we have
−2 < τ < 0. Then, in all these cases

ν2 < 0 < ν1.

It can be directly checked that M1(N )− M2(N ) < 0 is equivalent to pK0 > HN . The
numbers pc and p+

c are such that when p = pc or p = p+
c then

p K0 = HN .

See the appendix Sect. B for the explicit calculation of pc and p+
c . In the range (8) for

positive p or (10) for negative p we have pK0 > HN , and then ν3, ν4 are complex
conjugate with nonzero imaginary part and negative real part. More precisely in the
ranges (8) or (10) we have

ν2 < Re(ν3) = Re(ν4) < 0 < ν1.

On the other hand if

pc < p < +∞ if N ≥ 13 (29)

123



Multiplicity for the bilaplacian with power nonlinearity 155

or
⎧
⎪⎨

⎪⎩

−3 < p < p+
c or pc < p < −1 if N = 3,

pc < p < −1 if 5 ≤ N ≤ 12,

p < −1 if N ≥ 13

(30)

hold, then we have 0 < pK0 < HN . Thus in this range all eigenvalues are real and
ν3, ν4 are negative, with

ν2 < ν4 < ν3 < 0 < ν1.

In the range (8) for positive p or (10) for negative p or in the ranges (29) and (30),
P2 is a hyperbolic stationary point with a 1-dimensional unstable manifold W u(P2)

and a 3-dimensional stable manifold W s(P2).
Concerning the eigenvectors of M we have:

Lemma 3 The vector

v(k)=[1, νk −τ, (νk −τ)(νk +N −2−τ), (νk −τ)(νk +N − 2 − τ)(νk − 2 − τ)]
(31)

is eigenvector of M associated to νk , k = 1, . . . , 4. We have that v(1), v(2) are always
real, and v(3), v(4) are complex conjugate if N and p are in the range (8) or (10). Let
us write v(i) = (v

(i)
1 , v

(i)
2 , v

(i)
3 , v

(i)
4 ), i = 1, . . . , 4. If N ≥ 3 and −3 < p < −1, or

N ≥ 4 and p < −1, or N ≥ 5 and p > N+4
N−4 then

v
(1)
1 > 0, v

(1)
2 > 0, v

(1)
3 > 0, v

(1)
4 > 0, (32)

and

v
(2)
1 > 0, v

(2)
2 < 0, v

(2)
3 > 0, v

(2)
4 < 0. (33)

Proof is given by the matrix M defined in (27). Let v(1) = (t1, t2, t3, t4) an eigenvector
for M with eigenvalue ν1. We claim that

t1 = 1 > 0, t2 = ν1 − τ > 0,

t3 = (ν1 + N − 2 − τ)(ν1 − τ) > 0,

t4 = (ν1 − 2 − τ)(ν1 + N − 2 − τ)(ν1 − τ) > 0.

In fact, since ν1 > 0, it is sufficient to prove that ν1 − 2 − τ > 0. This holds if√
M1(N )+ M2(N ) > N and this is equivalent to pK0 > 0. ��
Let V = (v1, . . . , v4). From Theorem 6 in [14] we learn that when N ≥ 5 and

p > N+4
N−4 , u is a regular solution of (2) if and only if

lim
t→−∞ V (t) = P1
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while u is a weakly singular solution if and only if

lim
t→−∞ V (t) = P2.

The same property also holds for negative powers.

Lemma 4 Assume N = 3 and −3 < p < −1, or N ≥ 4 and p < −1. Let u be a
radial weak solution of (2) and V = (v1, . . . , v4) be defined as in (23). Then u is a
regular solution of (2) if and only if

lim
t→−∞ V (t) = P1 (34)

while u is a weakly singular solution if and only if

lim
t→−∞ V (t) = P2. (35)

Proof Directly by definition we have: if u is a regular solution then (34) holds and if
(35) holds then u is weakly singular. To prove the reciprocals of these statements we
use Theorem 1 since we also get from its proof: either u is a regular solution and then
satisfies (34) or satisfies (35) and then it is weakly singular. ��

The proof that (34) implies that u is a regular solution can also be done similarly
as for positive powers, see Theorem 6 in [14].

By a result of Belickiı̆, see [4] or [39, Page 25], we know that the system (24) is
C1-conjugate to its linearization around the point P2 under the non-resonance condi-
tion:

Re(νi ) �= Re(ν j )+ Re(νk) when Re(ν j ) < 0 < Re(νk) (36)

where ν1, . . . , ν4 are the eigenvalues of M defined in (27).

Lemma 5 If N and p are in the range (8) or (10), then the system (24) is C1-conjugate
to its linearization around the point P2.

Proof In the range (8) or (10) we have

Re(ν2) < Re(ν4) = Re(ν3) = τ + 4 − N

2
< 0 < Re(ν1).

Thus the only relation to be verified is

Re(ν1)+ Re(ν2) �= Re(ν3) = τ + 4−N
2

which is equivalent to τ + (4 − N )/2 �= 0, and this is true in the considered range of
N and p. ��
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Multiplicity for the bilaplacian with power nonlinearity 157

3 The unstable manifold at P2

Let v( j) denote the eigenvectors of the linearization of (24) at P2 with corresponding
eigenvalue ν j . Then W u(P2) is one dimensional and tangent to v(1) at P2. Hence, if
V = (v1, . . . , v4) : (−∞, T ) → R

4 is any trajectory in W u(P2) there are 2 cases:

〈V ′(t), v(1)〉 < 0 for t near −∞
〈V ′(t), v(1)〉 > 0 for t near −∞.

The main results in this section are

Proposition 6 Suppose that V = (v1, . . . , v4) : (−∞, T ) → R
4 is the trajectory in

W u(P2) such that 〈V ′(t), v(1)〉 < 0 for t near −∞. Then

(a) v2(t) < −ατ for all t ∈ (−∞, T ), and
(b) v3(t) < −ατ(N − 2 − τ) for all t ∈ (−∞, T ).

Proposition 7 Let V = (v1, . . . , v4) : (−∞, T ) → R
4 be the trajectory in W u(P2)

such that 〈V ′(t), v(1)〉 > 0 for t near −∞, where T is the maximal time of existence.
Then

(a) v1(t) > 1 for all t < T .
(b) There exists a unique t0 such that v2(t0) = 0. Moreover the trajectory of V

intersects the hyperplane {v2 = 0} transversally.
(c) There exists a unique t1 such that v3(t1) = 0. Moreover the trajectory of V

intersects the hyperplane {v3 = 0} transversally.

The idea of the proof of these results is similar to [15, Proposition 1].

Proof of Proposition 6 (a) The relations (32) and the hypothesis 〈V ′(t), v(1)〉 < 0
for t → −∞ imply that for t near −∞

{
v1(t) < 1, v2(t) < −ατ,
v3(t) < −ατ(N − 2 − τ), v4(t) < ατ(N − 2 − τ)(τ + 2).

(37)

Assume by contradiction that v2(t) ≥ −ατ for some t < T . Thus we may define
t0 < T the smallest time such that v2(t) = −ατ . Then v′

2(t0) ≥ 0. By (24) we
have 0 ≤ v′

2(t0) = v3(t0)+ ατ(N − 2 − τ), that is,

v3(t0) ≥ −ατ(N − 2 − τ).

By (37) we can define t1 ≤ t0 as the smallest time such that v3(t) = −ατ(N −
2 − τ). Then v′

3(t1) ≥ 0 and (24) implies

v4(t1) ≥ ατ(N − 2 − τ)(τ + 2). (38)

Again using (37), let t2 ≤ t1 be the smallest time that v4(t) = ατ(N −2−τ)(τ+
2). Then v′

4(t2) ≥ 0 and by (24)

v1(t2) ≥ 1
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Thanks to (37) we must have a smallest time t3 ≤ t2 such that v1(t) = 1. But
then v′

1(t3) ≥ 0 which by (24) implies

v2(t3)+ ατ ≥ 0.

Thus v2(t3) ≥ −ατ . This cannot happen if t3 < t0 because v2(t) < −ατ for
all t < t0. If t3 = t2 = t1 = t0 then v′

1(t0) = v′
2(t0) = v′

3(t0) = v′
4(t0), which

means V (t) ≡ P2, a contradiction. This proves that v2(t) < −ατ for all t < T .
(b) Let us show now that v3(t) < −ατ(N − 2 − τ) for all t < T . If not, we can

define t1 < T as the smallest time such that v3(t) = −ατ(N − 2 − τ). Then
v′

3(t1) ≥ 0 and we may repeat the same argument starting at (38) to find t3 ≤ t1
such that v2(t3) ≥ −ατ . This is impossible and proves the result. ��

Proof of Proposition 7 By (32) and the hypothesis 〈V ′(t), v(1)〉 > 0 for t → −∞ we
have

v′
1(t) > 0, v′

2(t) > 0, v′
3(t) > 0, v′

4(t) > 0 (39)

for t near −∞.
Let us first prove that for α = −1 we have

v1(t) > 0 ∀t < T

This is valid for t near −∞ by the first inequality in (39). If v1(t) = 0 for some t then
v1 would be constant by the equation,

v′
1 = v1(v2v1 − τ),

and this is not possible.
We claim that

v′
3(t) > 0 ∀t < T . (40)

To prove (40) suppose it fails. Let s0 < T be the smallest time such that v′
3(s0) = 0.

Using (24) we see that

0 = v′
3(s0) = (2 + τ)v3(s0)+ v4(s0).

But v3(s0) > −ατ(N −2−τ)we deduce v4(s0) < ατ(N −2−τ)(2+τ). Let s1 ≤ s0
be the smallest time such that v4(t) = ατ(N − 2 − τ)(τ + 2). Then v′

4(s1) ≤ 0 and
hence

v1(s1) ≤ 1.
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Let s2 ≤ s1 be the smallest time such that v1(s2) = 1. Then v′
1(s2) ≤ 0 and we

conclude

v2(s2) ≤ −ατ.

Let s3 ≤ s2 be the smallest time such that v2(s3) = −ατ . Then v′
2(s3) ≤ 0 and we

conclude

v3(s2) ≤ −ατ(N − 2 − τ).

Now since s2 < s0, we have v3(s2) > −ατ(N − 2 − τ), a contradiction. This estab-
lishes our claim (40).

Since (40) holds we have then v3(t) > −ατ(N − 2 − τ) for all t < T . From the
second equation in (24), we have

v′′
2 = −(N − 2 − τ)v′

2 + v′
3

We claim that v′
2 > 0. By contradiction if s0 is the smallest time such that v′

2(s0) = 0
then using (40), we have that v′′

2 (s0) > 0 so v2 has a local minimum at s0 which is not
possible, since v2 is increasing near t = −∞. We conclude that

v′
2(t) > 0 ∀t < T . (41)

Similarly using

v′′
1 = (−τ + 2v1v2) v

′
1 + v2

1v
′
2, for α = −1

or

v′′
1 = τv′

1 + v′
2, for α = 1,

the inequality (41), and if α = −1, the positivity of v1 in (−∞, T ), we obtain that

v′
1(t) > 0 ∀t < T . (42)

and now using the fourth equation in (24), and (42), we have

v′
4(t) > 0 ∀t < T,

this proves that (39) is valid for all −∞ < t < T .
Now using (42) the property (a) follows.
Let us prove now that

sup
t<T

v1(t) = +∞. (43)
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If we assume the contrary, i.e. v1 remains bounded, then (24) implies the estimate

|(v1, . . . , v4)
′(t)| ≤ C |(v1, . . . , v4)(t)| ∀t < T,

for some C > 0 and from Gronwall’s inequality we deduce that the solution is defined
for all times, that is, T = +∞. Since v1 is increasing, v1(t) → L < +∞ as t → ∞,

and v′
1(tk) → 0 along some sequence tk → ∞. But v1, v2 are increasing and v2(t) >

−ατ and v1(t) > 1 for all t > −∞. From the equation for v′
1, i.e.

v′
1 = τv1−α

1 α(vα1 − 1)+ v1−α
1 (v2 + ατ)

we obtain a contradiction, since α(vα1 (t)− 1) > 0 for all t > −∞. This proves (43).
Now using (42) the property (a) follows.

We claim that

sup
t<T

v2(t) > 0. (44)

If this fails, then v2(t) ≤ 0 for all t < T . Therefore by the equation for v′
1 in (24)

0 ≤ v′
1(t) ≤ Cv1(t).

Gronwall’s inequality implies that v1 cannot blow up in finite time. But v1(t) blows
up as t → T and this implies that T = +∞. Now let us show that v4(t) → ∞
as t → ∞. Indeed, if we assume that v4(t) → L < ∞ as t → ∞ then for some
sequence tk → ∞, v′

4(tk) → 0.Using the equation for v′
4 and (43) we obtain a contra-

diction. Applying the same argument and the equation for v′
3, we obtain v3(t) → ∞

as t → ∞, and v2(t) → ∞ as t → ∞. This contradicts our assumption and proves
(44).

We also have

sup
t<T

v3(t) > 0. (45)

In fact, using the equation for v′
2 in (24):

v3(t) = v′
2(t)+ (N − 2 − τ)v2(t)

we see that if v2(t) > 0 then v3(t) > 0, because v′
2(t) > 0 and N − 2 − τ > 0.

Finally the property b) clearly follows from (44) and that v′
2(t) > 0 for all t < T .

Similarly property c) is a consequence of (45) and that v′
3(t) > 0 for all t < T . ��

Proof of Theorems 2, 5 and 8 By Propositions 6 and 7 we know that W u(P2) ∩
{v2 = 0} is a single point, which we call P∗. Any weakly singular radial solution of

(2) gives rise, through the change of variables v(t) = (λ/(αK0))
1

p−1 eτ t (1 + αu(et )),
t ≤ 0, and (23), to a solution V : (−∞, 0] → R

4 of the system (24) such that the
final conditions (25) hold. Since the solution is weakly singular, limt→−∞ V (t) = P2.
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Hence V ((−∞, 0]) is contained in W u(P2) and therefore there are 2 possibilities:
either 〈V ′(t), v(1)〉 < 0 for t near −∞ or 〈V ′(t), v(1)〉 > 0 for t near −∞. The first
case is not possible, because Proposition 6 shows that V cannot satisfy the end con-
dition v2(0) = 0. Thus we are in the second case and we can apply Proposition 7 b).
Therefore there exists a t0 > −∞ such that v2(t0) = 0 and by uniqueness t0 = 0.
Then V (0) = P∗, which implies that V is uniquely determined. This concludes the
proof of Theorems 2 and 5. The proof of Theorem 8 is similar, using Proposition 7 c),
since v3(0) = CΔu(1). ��

4 Entire solutions for negative powers

Throughout this section we assume that p is in the range defined by:

p < −1 if N ≥ 4, or −3 < p < −1 if N = 3. (46)

We consider the initial value problem

{
Δ2U = K0U p, u > 0 r ∈ (0, Rmax(β))

U (0) = 1, U ′(0) = 0, ΔU (0) = β, (ΔU )′(0) = 0
(47)

where K0 < 0 is given by (13). Here [0, Rmax(β)) is the interval of existence of the
solution. The main result here is the following.

Proposition 8 Assume N ≥ 4 and p < −1, or N = 3 and −3 < p < −1. Then
there is a unique β∗ > 0 such that:
(a) If β < β∗ then Rmax(β) < ∞,
(b) If β ≥ β∗ then Rmax(β) = ∞
(c) If β = β∗ then

lim
r→∞ r τUβ∗(r) = 1. (48)

(d) If β ≥ β∗ then

Uβ(r) ≥ Uβ∗(r)+ β − β∗

2N
r2 for all r ≥ 0 (49)

and

U ′
β(r) ≥ U ′

β∗(r)+ β − β∗

N
r > 0 for all r ≥ 0.

(e) If 0 < β < β∗ then there exists 0 < R0 < Rmax(β) such that U ′
β(r) > 0 for all

r ∈ (0, R0), U ′
β(R0) = 0, U ′

β(r) < 0 for r ∈ (R0, Rmax(β)).
(f) If β ≤ 0 then U ′

β(r) < 0 for all r ∈ (0, Rmax(β)).
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McKenna and Reichel [34, Theorem 3.1] proved (a) and (b) of the above result for
N ≥ 3. In the same reference the authors showed that for any β,

Uβ ≤ Cr2 for all r ≥ 1,

for some C > 0. Guo and Wei [27, Theorem 1.3] obtained statement c) for p = −2
and N = 3. The goal here is to extend the result to the remaining powers.

Let us introduce some notation. Given Uβ the solution of the problem (47) let

vβ(t) = r τUβ(r), r = et , −∞ < t < log(Rmax(β)).

Then vβ satisfies Eq. (20) in (−∞, log(Rmax(β))). We also define Vβ = (vβ,1, . . . ,

vβ,4) by (23). Then V satisfies the system (24). We then see that

vβ,1 = eατ tUα
β vβ,2 = αe(τ+1)t d

dr
Uβ(e

t )

vβ,3 = αe(τ+2)tΔUβ(e
t ) vβ,4 = αe(τ+3)t d

dr
ΔUβ(e

t )

For any β > 0, from the formula

dΔUβ
dr

(r) = r1−N K0

r∫

0

s N−1Uβ(s)
pds < 0 for 0 ≤ r < Rmax(β) (50)

we deduce that ΔUβ(r) is decreasing on [0, Rmax(β)) and

lim
r→Rmax(β)

ΔUβ(r) exists.

We recall a comparison result.

Lemma 9 (McKenna and Reichel [34, Lemma 3.2]) Assume that f : R → R is
differentiable and increasing. Let u, v ∈ C4([0, R)), R > 0 be such that

∀r ∈ [0, R) Δ2u(r)− f (u(r)) ≥ Δ2v(r)− f (v(r)),

u(0) ≥ v(0), u′(0) ≥ v′(0), Δu(0) ≥ Δv(0), (Δu)′(0) ≥ (Δv)′(0).

Then for all r ∈ [0, R)

u(r) ≥ v(r), u′(r) ≥ v′(r), Δu(r) ≥ Δv(r), (Δu)′(r) ≥ (Δv)′(r). (51)

Moreover:
(i) The initial point 0 can be replaced by any initial point ρ > 0 if all four initial

data are weakly ordered.
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(ii) A strict inequality in one of the initial data at ρ ≥ 0 or in the differential inequal-
ity on (ρ, R) implies a strict ordering of u, u′, Δu, (Δu)′ and v, v′, Δv, (Δv)′
in (51).

Although the lemma is stated for f differentiable, the proof is also valid if f (u) = −up

(p < 0) and u, v are positive.

Lemma 10 Let β ≥ β∗ so that Rmax(β) = ∞. Then limr→∞ΔUβ(r) ≥ 0 and
limr→∞ΔUβ(r) = 0 if and only if β = β∗.

Proof If

lim
r→∞ΔUβ(r) < 0

integrating twice we deduce

Uβ(r) ≤ −C1r2 + C2 for all r ≥ 0

with C1,C2 > 0, which is impossible.
Assume now that

lim
r→∞ΔUβ(r) > 0

then

Uβ(r) ≥ cr2 and U ′
β(r) ≥ cr for all r ≥ 0 (52)

for some c > 0. Also, integrating once the Eq. (47) we see that for all r ≥ 2:

(ΔUβ)
′(r) ≥ −c

⎧
⎪⎨

⎪⎩

r1−N if N < −2p

r1−N log r if N = −2p

r1+2p if N > −2p.

(53)

Let m ∈ R to be fixed and

v(r) = (1 + r2)m .

A computation shows that:

Δ2v = A(2m)(1 + r2)m−2 + B(2m)(1 + r2)m−3 + C(2m)(1 + r2)m−4

where

A(ν) = ν(ν + N − 2)(ν − 2)(ν + N − 4)

B(ν) = −2ν(ν − 2)(ν − 4)(ν + N − 4)

C(ν) = ν(ν − 2)(ν − 4)(ν − 6).
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For N ≥ 3 and 2m ∈ (1, 2) we have A(2m) < 0, B(2m) < 0 and C(2m) < 0. Let
b > 0 and w(r) = v(br). Then for b > 0 large enough

Δ2w ≤ K0w
p for all r ≥ 0,

(a similar calculation is done in [34, Lemma 3.5]). We choose m ∈ (1/2, 1) close to 1 so
that 2m−3 > 1+2p. From (52) and (53) there exists r0 > 0 such that Uβ(r0) > w(r0),
U ′
β(r0) > w′(r0), ΔUβ(r0) > Δw(r0) and (ΔUβ)′(r0) > (Δw)′(r0). By the contin-

uous dependence of the solution to (47) there is β1 < β such that

Uβ1(r0) > w(r0), U ′
β1
(r0) > w′(r0)

and

ΔUβ1(r0) > Δw(r0), (ΔUβ1)
′(r0) > (Δw)′(r0).

Using Lemma 9 we deduce that Uβ1 ≥ w for all r ≥ r0. This shows that uβ1 is defined
for all r ≥ 0 and hence β1 ≥ β∗. We deduce that β > β∗.

Now suppose that β > β∗. From Lemma 9 we deduce that

(ΔUβ)
′(r) ≥ (ΔUβ∗)′(r) for all r ≥ 0.

Integrating this we find

lim
r→∞ΔUβ(r)− β ≥ lim

r→∞ΔUβ∗(r)− β∗

which implies

lim
r→∞ΔUβ(r) ≥ β − β∗ > 0.

��
Lemma 11 It cannot happen than vβ∗(t) → +∞ as t → ∞. If limt→∞ vβ∗(t) = L
exists, then L = 1.

Proof For simplicity we write v = vβ∗ . We have

(∂t + N − 2 − τ)(∂t − τ)v = h(t)

where h(t) = e(τ+2)tΔUβ∗(et ). Thanks to Lemma 10 h(t) = o(e(τ+2)t ) as t → ∞.
Using the variation of parameters formula:

v(t) = Aeτ t + Be(τ+2−N )t + 1

N − 2

t∫

t0

[
eτ(t−s)h(s)− e(τ+2−N )(t−s)h(s)

]
ds.
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Hence

v(t) = o(e(τ+2)t ) as t → ∞. (54)

If v(t) → +∞ as t → ∞ then (20) takes the form:

Lv = g(t) with g(t) = o(1) as t → ∞.

The linearly independent solutions of the homogeneous equation Lz = 0 are eνi t with

ν1 = τ + 2, ν2 = τ + 2 − N , ν3 = τ + 4 − N , ν4 = τ

(except when N = 4, in which case they are eνt with ν = τ+2, τ+2− N , τ and teτ t ).
The only positive νi is ν1 = τ + 2. For simplicity we proceed assuming N �= 4. The
case N = 4 can be treated similarly. By the variation of parameters formula (Theorem
6.4 [10, Chap. 3])

v(t) =
4∑

i=1

ci e
νi t + d1

∞∫

t

eν1(t−s)g(s) ds +
4∑

i=2

di

t∫

0

eνi (t−s)g(s) ds (55)

where the integrals represent a concrete choice of a particular solution and di , i =
1, . . . , 4 are fixed constants. Since ν1 = τ + 2 > 0, we have

∞∫

t

eν1(t−s)g(s) ds → 0 as t → ∞.

For i = 2, 3, 4 we have νi < 0 and hence,

t∫

0

eνi (t−s)g(s) ds → 0 as t → ∞.

If v(t) → ∞ as t → ∞ we conclude that c1 �= 0 in (55), that is,
limt→∞ v(t)e−(τ+2)t = c, with c > 0. This contradicts (54).

The rest of the proof is the same as [27, Lemma 4.3]. ��
Lemma 12 We have

lim sup
t→∞

vβ∗(t) > 0. (56)

Proof We use the test-function method of Mitidieri and Pohozaev [35], see also
[1,14,20]. Let us write v = vβ∗ . Assume by contradiction that

lim
t→∞ v(t) = 0.
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Let 0 < δ < 1/2 be fixed. Then there exists T > 0 such that v(t) ≤ δ for all t ≥ 0.
Since the Eq. (20) is autonomous we can assume that T = 0.

Let φ ∈ C4(R) be such that, 0 ≤ φ ≤ 1, φ(t) = 0 for t ≤ 0 and t ≥ 3, φ(t) > 0
for t ∈ (0, 3), φ(t) = 1 for t ∈ [1, 2], and for i = 1, 2, 3, 4

3∫

0

(φ(i))2

φ
dt < +∞.

Let L > 1 and φL(t) = φ(t/L). We rewrite the Eq. (20) in the form

4∑

i=1

Kiv
(i)(t) = K0(v

p − v) for t ∈ R (57)

where K0, . . . , K3 are as before and K4 = 1. Multiplying (57) by φL and integrating
we find

4∑

i=1

Ki (−1)i
3L∫

0

φ
(i)
L v dt = K0

3L∫

0

(v p − v)φL dt. (58)

Since 0 < v(t) < 1 for t ≥ 0 and p < 0 we have v(t)p − v(t) > 0. Thus (58) yields

|K0|
3L∫

0

(v p − v)φL dt ≤ K max
i=1,...,4

3L∫

0

v|φ(i)L | dt (59)

where K = ∑4
i=1 |Ki |. Let ε > 0 to be fixed later on. Using

v|φ(i)L | ≤ εv2φL + Cε
(φ
(i)
L )

2

φL

we obtain from (59)

3L∫

0

(
|K0|(v p − v)− εKv2

)
φL dt ≤ CεK max

i=1,...,4

3L∫

0

(φ
(i)
L )

2

φL
dt. (60)

Recall that 0 < v(t) ≤ δ for all t ≥ 0. Since 0 < δ < 1/2,

min
v∈(0,δ] |K0|(v p − v) > 0.

Therefore we can fix ε > 0 sufficiently small so that

c(δ) = min
v∈(0,δ] |K0|(v p − v)− εKv2 > 0.
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This implies |K0|(v(t)p − v(t))− εKv(t)2 ≥ c(δ) > 0 for all t ≥ 0. It follows from
this and (60) that

c(δ)L ≤ c(δ)

3L∫

0

φL(t) dt ≤ CεK max
i=1,...,4

3L∫

0

(φ
(i)
L )

2

φL
dt.

But

3L∫

0

(φ
(i)
L )

2

φL
dt = L1−2i

3∫

0

(φ(i))2

φ
dt ≤ Ci L1−2i .

Then

c(δ)L ≤ CεK max
i=1,...,4

Ci L1−2i for all L > 1,

which is not possible. ��

Lemma 13 We have

lim inf
t→∞ vβ∗(t) > 0. (61)

Proof We write v = vβ∗ , V = (v1, . . . , v4) = Vβ∗ and U = Uβ∗ . Suppose by con-
tradiction that lim inf t→∞ v(t) = 0. Then, since (56) holds, there is a sequence (tk)
such that tk → ∞, tk+1 ≥ tk + 1, v(tk) → 0, v′(tk) = 0 and v′′(tk) ≥ 0. Let Rk = etk

and define

Uk = 1

v(tk+1)R
−τ
k+1

U (Rk+1r).

Then Uk satisfies

Δ2Uk = v(tk+1)
p−1 K0U p

k in R
N ,

Uk(1) = 1, Uk(Rk/Rk+1) = v(tk)R
−τ
k

v(tk+1)R
−τ
k+1

= U (Rk)

U (Rk+1)
.

But d
dr U ≥ 0 and Rk+1 ≥ Rk . Therefore,

Uk(Rk/Rk+1) ≤ 1.
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We compute

ΔUk(r) = Rτ+2
k+1

v(tk+1)
ΔU (Rk+1r)

= Rτ+2
k+1

v(tk+1)
e−(τ+2)(tk+1+t) [v′′(tk+1 + t)+ (N − 2 − 2τ)v′(tk+1 + t)

−τ(N − 2 − τ)v(tk+1 + t))
]
.

Therefore

ΔUk(1) ≥ 0 and ΔUk(Rk/Rk+1) ≥ 0.

Define now uk = 1 − Uk . Then uk satisfies

Δ2uk = |K0|v(tk+1)
p−1(1 − uk)

p in R
N (62)

uk(1) = 0, uk(Rk/Rk+1) ≥ 0, Δuk(1) ≤ 0, Δuk(Rk/Rk+1) ≤ 0.

Let Dk = B1(0)\B Rk/Rk+1(0). Let λk be the first eigenvalue for −Δ with Dirichlet
boundary condition in the annulus Dk and φk > 0 be an associated eigenfunction, that
is

{
−Δφk = λkφk in Dk

φk = 0 on ∂Dk .

Then Δ2φk = λ2
kφk . Multiplying (62) equation by φk and integrating by parts we

obtain

|K0|v(tk+1)
p−1

∫

Dk

(1 − uk)
pφk dx =

∫

Dk

Δ2ukφk dx

=
∫

∂Dk

[
∂Δuk

∂n
φk −Δuk

∂φk

∂n
+ ∂uk

∂n
Δφk − uk

∂Δφk

∂n

]

+
∫

Dk

ukΔ
2φk dx .

But on ∂Dk , φk = Δφk = 0, ∂φk
∂n ≤ 0 and ∂Δφk

∂n ≥ 0. Hence

Δuk
∂φk

∂n
≥ 0 and uk

∂Δφk

∂n
≥ 0 on ∂Dk .

Using also the inequality (1 − u)p ≥ u for 0 ≤ u < 1 it follows that

|K0|v(tk+1)
p−1 ≤ λ2

k .
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But since the annulus Dk has a width that does not converge to zero, λk remains
uniformly bounded, even if Rk/Rk+1 → 0. It follows that v(tk+1) remains bounded
away from zero as k → ∞, which is a contradiction. ��
Lemma 14 There exists C > 1 such that for all t ≥ 0

1

C
≤ vβ∗,1(t) ≤ C, −C ≤ vβ∗,2(t) ≤ 0, −C ≤ vβ∗,3(t) ≤ 0, 0 ≤ vβ∗,4(t) ≤ C,

and

|v(i)β∗ (t)| ≤ C ∀i = 0, . . . , 4.

Proof In this proof we omit β∗ from the notation. The estimate (61) implies that
v1(t) ≤ C for all t ≥ 0. Using the equation for v4 we find that for 0 ≤ t0 ≤ t

v4(t) = e−(N−4−τ)t
⎡

⎣e(N−4−τ)t0v4(t0)+ |K0|
t∫

t0

e(N−4−τ)sv1(s)
|p| ds

⎤

⎦

a formula that shows that v4 remains bounded as t → ∞. Similarly, integrating the
equation for v3 we obtain for 0 ≤ t ≤ t0

v3(t) = e(τ+2)t

⎡

⎣e−(τ+2)t0v3(t0)+
t∫

t0

e−(τ+2)sv4(s) ds

⎤

⎦ .

Since v4 is bounded and τ + 2 > 0 the integral
∫ ∞

t0
e−(τ+2)sv4(s) ds exists. Using

Lemma 10 we know that v3(t) = o(e(τ+2)t ) as t → ∞, a condition that implies

v3(t0) = −e(τ+2)t0

∞∫

t0

e−(τ+2)sv4(s) ds.

The fact that v4 is bounded and this formula imply that v3 is bounded. Repeating the
same argument that we used for v4 we may prove that v2 remains bounded as t → ∞.
Writing the equation for v1 in the form

d

dt

(
e−|τ |tv1(t)

)
=

(
e−|τ |tv1(t)

)2
e|τ |tv2(t)

and integrating over 0 ≤ t0 ≤ t yields

v1(t) = e|τ |t
e|τ |t0
v1(t0)

− ∫ t
t0

e|τ |sv2(s) ds
.
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But the fact that d
dr U ≥ 0 implies that v2 ≤ 0, and since |v2| is bounded, we deduce

from the above formula that v1 is bounded below by a positive constant.
Finally, v3 ≤ 0 is due toΔU ≥ 0 and v4 ≥ 0 is because d

drΔU ≤ 0. The estimates
for v and its derivatives follow from the estimates for vi and (23), (24). ��

For v solving (20) for all t ∈ R and v(t) > 0 for all t ∈ R we define

E(t) = 1

2
(v′′(t))2 − K2

2
(v′(t))2 − K0

2
v(t)2 + K0

v(t)p+1

p + 1
.

As we will see, this energy is useful if K3 > 0 and K1 < 0. We note that K3 > 0 is
equivalent to τ < (N − 4)/2, which always holds for negative exponents. However,
the sign of K1 is not constant in the range (10).

Lemma 15 Assume K1 < 0. Suppose v > 0 solves (20) for all t ∈ R. If t1 < t2 and
v′(t1) = 0, v′(t2) = 0 then

E(t2) ≤ E(t1)

with strict inequality unless v is constant in [t1, t2].
Proof Using the equation

E(t2)−E(t1)=
t2∫

t1

E ′(t) dt =v′′′v′ ∣∣t2
t1 +K3v

′′v′∣∣t2
t1
−K3

t2∫

t1

(v′′(t))2 dt+K1

t2∫

t1

(v′(t))2 dt.

(63)

The lemma follows once we know that K3 > 0 and K1 < 0. ��
Lemma 16 Assume K1 < 0. Then

∞∫

0

v′
β∗(s)2 ds < +∞,

∞∫

0

v′′
β∗(s)2 ds < +∞ (64)

Proof It is a consequence of (63) and the fact that v is bounded and bounded away
from zero, and that the derivatives of v remain bounded as t → ∞. ��
Lemma 17 Assume K2 K3 − K1 > 0. Then (64) holds.

Proof Using (63) in the interval [t0, t1] with t0 ≤ t1 and that v and its derivatives are
uniformly bounded by Lemma 14 we obtain

K3

t1∫

t0

(v′′)2 − K1

t1∫

t0

(v′)2 = O(1) (65)

with O(1) bounded independently of t0 and t1.
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Multiplying (20) by v and integrating over [t0, t1] we find

[

v′′′v − v′′v′ + K3v
′′v − K3

2
(v′)2 + K2v

′v + K1

2
v2

]t1

t0

+
t1∫

t0

(v′′)2 − K2

t1∫

t0

(v′)2 + K0

t1∫

t0

v2 − K0

t1∫

t0

v p+1 = 0.

Using Lemma 14 we deduce that

t1∫

t0

(v′′)2 − K2

t1∫

t0

(v′)2 + K0

t1∫

t0

v2 − K0

t1∫

t0

v p+1 = O(1)

where O(1) is bounded independently of t0 and t1. Hence by (65)

K2 K3 − K1

K3

t1∫

t0

(v′)2 + |K0|
t1∫

t0

(v2 − v p+1) = O(1). (66)

Then

t1∫

t0

(v2 − v p+1) ≤ C (67)

with a constant C independent of t0, t1. But just integrating (20) on [t0, t1] and using
the bound on v and its derivatives (c.f. Lemma 14) we find

t1∫

t0

(v − v p) = O(1), (68)

where O(1) is bounded independently of t0, t1. Using the inequality v−v p ≤ v2−v p+1

for all v > 0 together with (68) yields

−C ≤
t1∫

t0

(v2 − v p+1).

We deduce from this and (67) that

t1∫

t0

(v2 − v p+1) = O(1).
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Hence, by (66) we have
∫ ∞

0 (v′)2 < ∞. The relation (65) gives also
∫ ∞

0 (v′′)2 < ∞.

��
Proof of Proposition 8 (a) and (b) are proved in [34, Theorem 3.1].

(c) We write v = vβ∗ . An explicit computation using (22) shows that for all N ≥ 3
and all τ < (N −4)/2 we have K1 < 0 or K2 K3 − K1 > 0, see the Appendix, Sect. A.
If K1 < 0 we may apply Lemma 16 and if K2 K3 − K1 > 0 we apply Lemma 17 to
conclude that (64) holds.

Let (tk) be a strictly increasing sequence such that tk → +∞, limk→∞(tk+1−tk) =
0, and

v′(tk) → 0 as k → ∞.

If t ≥ s ≥ 0 we have by (64)

|v′(t)− v′(s)| ≤ C |t − s|1/2.

Hence for t ∈ [tk, tk+1]

|v′(t)| ≤ |v′(tk)| + C(tk+1 − tk)
1/2.

This shows that v′(t) → 0 as t → ∞. Using then elliptic estimates we deduce

v(i)(t) → 0 as t → ∞

for i = 1, 2, 3, 4. Using the equation we also deduce that v(t) → 1 as t → ∞. We
hence obtain that (v1(t), . . . , v4(t)) → P2 as t → ∞.

(d) Let β > β∗. Using Lemma 9 we see that (ΔUβ)′ ≥ (ΔUβ∗)′ for all r ≥ 0.
Since ΔUβ(0)−ΔUβ∗(0) = β − β∗, integrating we deduce that

(r N−1(U ′
β − U ′

β∗))′ ≥ (β − β∗)r N−1 for all r ≥ 0.

Integrating successively we deduce U ′
β(r) ≥ U ′

β∗(r)+ (β − β∗) r
N > 0 for all r > 0

and (49).
(e) Let 0 < β < β∗. Then by (50), ΔUβ is decreasing. But it is also positive

at 0 and it cannot be positive in (0, Rmax(β)), because otherwise Uβ would be an
entire solution. Hence ΔUβ changes sign exactly once in (0, Rmax(β)). Using then
the formula

r N−1U ′
β(r) =

r∫

0

s N−1ΔUβ(s) ds ∀r > 0 (69)

we see that U ′
β is first increasing, then decreasing. It has to be negative at some point

because otherwise Uβ would be entire. Thus U ′
β vanishes at exactly one point R0, is

positive on (0, R0) and negative on (R0, Rmax(β)).
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(f) If β ≤ 0 then ΔUβ(0) ≤ 0 and then ΔUβ(r) < 0 for all r ∈ (0, Rmax(β)).
Hence by (69), U ′

β(r) < 0 for all r ∈ (0, Rmax(β)). ��

5 Heteroclinic connection from P1 to P2

Proposition 18 In the following cases:
(a) N ≥ 5 and p > N+4

N−4
(b) N ≥ 4 and p < −1
(c) N = 3 and −3 < p < −1

system (24) has an heteroclinic orbit from P1 to P2.

When p is positive this result is related to the properties of the initial value problem:

Δ2U = K0|U |p−1U r ∈ (0, Rmax(β))

U (0) = 1, U ′(0) = 0, ΔU (0) = β, (ΔU )′(0) = 0
(70)

where [0, Rmax(β)) is the maximal interval of existence, and for negative p it is related
to the initial value problem (47).

In the case of negative powers we will deduce Proposition 18 from Proposition 8,
and in the case of positive powers we will use the following result.

Theorem 10 (Gazzola and Grunau [20, Theorem 2]) Assume N ≥ 5, p > N+4
N−4 . Then

there exists a unique β∗ < 0 such that Rmax(β
∗) = +∞ and

lim
r→∞ r τUβ∗(r) = 1. (71)

Moreover:
(a) If β < β∗ there exists 0 < R1 < R such that Uβ(R1) = 0 and

limr→Rmax(β) Uβ(r) = −∞.
(b) If 0 > β > β∗ there exists 0 < R0 < Rmax(β) such that U ′

β(r) < 0
for r ∈ (0, R0), U ′

β(R0) = 0, U ′
β(r) > 0 for r ∈ (R0, Rmax(β)), and

limr→Rmax(β) Uβ(r) = ∞.

The these properties we add the following:

Lemma 19 Assume N ≥ 5, p > N+4
N−4 and let Uβ be the solution to (70). If β < β∗

then

U ′
β(r) ≤ U ′

β∗(r)+ β − β∗

N
r for all r ∈ [0, Rmax(β))

and

Uβ(r) ≤ Uβ∗(r)+ β − β∗

2N
r2 for all r ∈ [0, Rmax(β)). (72)

If β ≥ 0 then U ′
β(r) > 0 for all r ∈ (0, Rmax(β)).
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Proof of Proposition 18 We fix β∗ is such that either (48) or (71) holds. Define v(t) =
r τUβ∗(r), r = et , t ∈ R. Then v satisfies Eq. (20) for all t ∈ R. We also define
V = (v1, . . . , v4) by (23). Then V satisfies the system (24) for all t ∈ R. Since Uβ∗
is smooth at the origin

lim
t→−∞ V (t) = P1

and (71) tells us that

lim
t→∞ v1(t) = 1.

The proofs of Theorem 10 and of Proposition 8 actually yield:

lim
t→∞ V (t) = P2.

See indeed Proposition 3 in [20] for p positive and Sect. 4 for negative p. ��
Proof of Lemma 19 Let β < β∗ (recall that β∗ < 0). Using Lemma 9 we see that
(ΔUβ)′ ≤ (ΔUβ∗)′ for all r ≥ 0. Since ΔUβ(0) − ΔUβ∗(0) = β − β∗, integrating
we deduce that

(r N−1(U ′
β − U ′

β∗))′ ≤ (β − β∗)r N−1 for all r ≥ 0.

Integrating successively we deduce U ′
β(r) ≤ U ′

β∗(r)+ (β − β∗) r
N < 0 for all r > 0

and (72).
If β ≥ 0 then ΔUβ(0) ≥ 0. Since

dΔUβ
dr

(r) = r1−N K0

r∫

0

s N−1Uβ(s)
pds > 0

for 0 ≤ r < Rmax(β) we have ΔUβ(r) > 0 for all r ∈ (0, Rmax(β)). Hence by (69),
U ′
β(r) > 0 for all r ∈ (0, Rmax(β)). ��

Lemma 20 Assume V : (T,∞) → R
4, V = (v1, v2, v4, v4) is a solution to (24)

such that limt→∞ V (t) = P2 and either

V ′(t)
|V ′(t)| + v(2)

|v(2)| → 0 as t → +∞ (73)

or

V ′(t)
|V ′(t)| − v(2)

|v(2)| → 0 as t → +∞. (74)

Then V cannot be extended to a connection from P1 to P2.
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Proof The case of positive p was already treated in [15, Proposition 1].
Assume first that (73) holds. Then by (33) we have

v′
1(t) < 0, v′

2(t) > 0, v′
3(t) < 0, v′

4(t) > 0

for all t near +∞ and

v1(t) > 1, v2(t) < −ατ,
v3(t) > −ατ(N − 2 − τ), v4(t) < ατ(N − 2 − τ)(τ + 2)

(75)

for all t near +∞. We claim that

v2(t) < −ατ ∀t > T . (76)

Assume by contradiction that this fails. Then from (75) we can define t1 > T to be
the last time such that v2(t1) = −ατ . Then v′

2(t1) ≤ 0. Using the Eq. (24) we deduce
that

v3(t1) ≤ −ατ(N − 2 − τ).

Then thanks to (75) we can define t2 ≥ t1 to be the last time such that v3(t2) =
−ατ(N − 2 − τ). This implies that v′

3(t2) ≥ 0 and by the system (24)

v4(t2) ≥ ατ(N − 2 − τ)(τ + 2).

Let t3 ≥ t2 be the last time such that v4(t3) = ατ(N −2−τ)(τ +2). Then v′
4(t3) ≤ 0.

We deduce from (24) that

v1(t3) ≤ 1.

Let t4 ≥ t3 be the last time such that v1(t4) = 1. Then v′
1(t4) ≥ 0 and by (24)

v2(t4) ≥ −ατ.

But v2(t) < −ατ for all t ∈ (t1,∞), which is a contradiction. This proves claim (76)
and shows that the trajectory defined by V cannot come from P1.

Assume now that (74) holds. We claim that in this case

v3(t) < −ατ(N − 2 − τ) for all t > T . (77)

The proof is similar as before. Note that under the assumption (74) we have the oppo-
site inequalities in (75). If the statement (77) fails we can defined the last time t1 such
that v3(t1) = −ατ(N − 2 − τ). Then define successively t2 ≥ t1 such that v4(t2) =
ατ(N − 2 − τ)(τ + 2), v′

4(t2) ≥ 0, t3 ≥ t2 such that v1(t3) = 1, v′
1(t3) ≤ 0, t4 ≥ t3

such that v2(t4) = −ατ and v′
2(t4) ≥ 0, which leads to v3(t4) ≥ −ατ(N − 2 − τ)

which yields a contradiction. This shows that the trajectory cannot come from P1. ��
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6 Proof of Theorem 1

We assume here N = 3 and −3 < p < −1 or N ≥ 4 and p < −1. Let u be a radial
singular weak solution to (2). We define v(t), t ≤ 0 by (19) and v1, . . . , v4 by (23).

The arguments are very similar to those of Sect. 4, so we will skip some of the
proofs. The first step is to prove the following estimates.

Lemma 21 We have

lim sup
t→−∞

v(t) > 0.

The proof is the same as for Lemma 12.

Lemma 22 We have

lim inf
t→−∞ v(t) > 0. (78)

The proof is analogous to that of Lemma 13.

Lemma 23 There is C > 0 such that for i = 1, 2, 3, 4

|vi (t)| ≤ Ceτ t for all t ≤ 0.

Proof We assume that 0 ≤ u(r) < 1 for 0 < r ≤ 1 which implies 0 < v(t) ≤ eτ t for
all t ≤ 0. We regard (20) as an elliptic equation, or use interpolation inequalities such
as in Chapter 6 of [22] to obtain: for t ≤ −1 and i = 1, 2, 3, 4

|v(i)(t)| ≤ C sup
[t−1,t+1]

(|v| + |v p|).

Since v(t) ≤ eτ t and v bounded away from zero by (78), we deduce that |v(i)| ≤ Ceτ t

for all t ≤ 0. Using the formulas (23) we deduce the result for v1, . . . , v4. ��
Lemma 24 There exists C > 1 such that for all t ≥ 0

1

C
≤ v1(t) ≤ C, |v2(t)| ≤ C, |v3(t)| ≤ C, |v4(t)| ≤ C,

and

|v(i)(t)| ≤ C ∀i = 0, . . . , 4.

Proof Case of dimension N ≥ 5. By [16, Theorem 6] we know that there exists some
constant C > 0 such that

1

C
r−τ ≤ 1 − u(r) ≤ Cr−τ for all 0 < r ≤ 1.
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This means that 1
C ≤ v(t) ≤ C for all t ≤ 0. By interpolation inequalities [22,

Chapter 6] we obtain: for t ≤ −1 and i = 1, 2, 3, 4

|v(i)(t)| ≤ C sup
[t−1,t+1]

(|v| + |v p|).

Since v is bounded and bounded away from zero, we deduce that v(i) remains uni-
formly bounded. The estimates for v1, . . . , v4 follow from (23).
Case N = 3, 4. We observe that (78) implies that v1(t) ≤ C for all t ≤ 0 and some
C > 0. Let t0 ≤ t1 ≤ 0. Integrating the equation for v′

4 we find

v4(t0) = e−(N−4−τ)t0
⎡

⎣v4(t1)e
(N−4−τ)t1 − |K0|

t1∫

t0

e(N−4−τ)sv1(s)
|p| ds

⎤

⎦

Since N − 4 − τ > 0 and v1 is uniformly bounded above by Lemma 22 the integral
above converges as t0 → −∞. We will prove that

v4(t1)e
(N−4−τ)t1 = |K0|

t1∫

−∞
e(N−4−τ)sv1(s)

|p| ds (79)

holds for all t1 ≤ 0. Indeed, suppose this fails for some t1 ≤ 0. Then

v4 ∼ e−(N−4−τ)t . (80)

where we use the notation

f ∼ g if lim
t→−∞ f (t)/g(t) exists and is no zero,

for f, g : (−∞, 0] → R such that g(t) �= 0. Integrating the equation for v′
3 on [t, t1]

with t ≤ t1 we find

v3(t) = e(τ+2)t

⎡

⎣v3(t1)e
−(τ+2)t1 −

t1∫

t

e−(τ+2)sv4(s) ds

⎤

⎦ . (81)

Since τ + 2 > 0, we find from (80) that v3(t) ∼ e−(N−4−τ)t . Integrating the equation
for v′

2 in [t, t2] with t ≤ t2 ≤ 0 we obtain

v2(t) = e−(N−2−τ)t
⎡

⎣v2(t2)e
(N−2−τ)t2 −

t2∫

t

e(N−2−τ)sv3(s) ds.

⎤

⎦
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But we know by Lemma 23 that |v2(t)| ≤ Ceτ t for all t ≤ 0. Since τ+2− N < τ < 0
we must have

v2(t2)e
(N−2−τ)t2 =

t2∫

−∞
e(N−2−τ)sv3(s) ds for all t2 ≤ 0. (82)

We deduce from this formula that

v2(t) ∼ e−(N−4−τ)t . (83)

Writing the equation for v′
1 in the form

d

dt

(
e−|τ |tv1(t)

)
=

(
e−|τ |tv1(t)

)2
e|τ |tv2(t)

and integrating over t ≤ t2 ≤ 0 yields

v1(t) = e|τ |t
e|τ |t2
v1(t2)

+ ∫ t2
t e|τ |sv2(s) ds

. (84)

Assume N = 4. Then, since v2(t) ∼ e−(N−4−τ)t we have

t2∫

t

e|τ |sv2(s) ds ∼ t,

and hence v1(t) ∼ e|τ |t
|t | . But v = 1/v1 and 1 − u(et ) = Ce−τ tv(t). From this we

deduce that 1 − u(et ) ∼ |t | as t → −∞, which is impossible because 1 − u(r) ≤ 1
for all 0 < r ≤ 1. This proves (79) when N = 4.

Assume now N = 3. Then by (83), e|τ |sv2(s) ∼ es and therefore the integral∫ t2
t e|τ |sv2(s) ds has a finite limit as t → −∞. If

e|τ |t2
v1(t2)

+
t2∫

−∞
e|τ |sv2(s) ds �= 0

for some t2 ≤ 0 then by (84)

v1(t) ∼ e−τ t .
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This means v(t) ∼ eτ t , and hence 1−u(et ) = Ce−τ tv(t) ∼ 1. Thus, limr→0(1−u(r))
exists and is not zero. Then u is a regular solution, which we assume is not. Therefore

e|τ |t2
v1(t2)

+
t2∫

−∞
e|τ |sv2(s) ds = 0

for all t2 ≤ 0. This formula yields

v1(t) = − e|τ |t
∫ t
−∞ e|τ |sv2(s) ds

which implies v1(t) ∼ e−(1+τ)t , by (83) so that v(t) ∼ e(1+τ)t . Then 1 − u(et ) =
Ce−τ tv(t) ∼ et and therefore

1 − u(r) ∼ r as r → 0. (85)

Then (1 − u(r))−p ∼ r−p and this belongs to Lq(B) for q < 3/|p|, in 3 dimensions.
By L p regularity u ∈ W 4,q(B) and in 3 dimensions this is contained in C1,α(B) for
some α > 0 if 1/q − 1 < 0. But q can be chosen such that q > 1 because |p| < 3.
Therefore u ∈ C1,α for someα > 0, but this contradicts (85). We have then established
(79) also in the case N = 3.

Using now (79) and the fact that v1 is bounded we deduce that v4 is bounded.
This and (81) imply that v3 remains bounded as t → −∞. By (82) v2 remains
bounded. Consider now formula (84). Knowing that v2 remains bounded we see that∫ t2

t e|τ |sv2(s) ds has a limit as t → −∞. If

e|τ |t2
v1(t2)

+
t2∫

−∞
e|τ |sv2(s) ds �= 0

for some t2 ≤ 0 then v1(t) ∼ e|τ |t and this implies that 1 − u(r) ∼ 1 as r → 0. But
then u is a regular solution, which we assume is not. Therefore

e|τ |t2
v1(t2)

+
t2∫

−∞
e|τ |sv2(s) ds = 0

for all t2 ≤ 0. This formula yields

v1(t) = − e|τ |t
∫ t
−∞ e|τ |sv2(s) ds

and since v2 is bounded we deduce from it that v1 is bounded below. This concludes
the proof. ��

123



180 J. Dávila et al.

Proof of Theorem 1 The proof is similar to the one of Proposition 8 part c). We claim
that

0∫

−∞
v′(s)2 ds < +∞,

0∫

−∞
v′′(s)2 ds < +∞ (86)

In the case K1 < 0 this can be proved multiplying the equation by v′ and integrating
in some interval [t, 0] (similar to using E in Lemma 16). In the case K2 K3 − K1 > 0
the same proof as in Lemma 17 yields (86).

Since for all N ≥ 3 and all τ < (N − 4)/2 we have K1 < 0 or K2 K3 − K1 > 0,
see the Appendix, Sect. A, we obtain the validity of (86) in any case. Using (86) one
may prove as in Proposition 8 part c) that v(t) → 1 as t → −∞ and hence u is a
weakly singular solution. ��

7 Proof of Theorems 4 and 7

Throughout this section we assume (8) for positive powers and (10) for negative pow-
ers. Let P1, P2 be the stationary points of the system (24) defined in (26). Then P1 has
a 2-dimensional unstable manifold W u(P1) while P2 has a 1-dimensional unstable
manifold W u(P2) and a 3-dimensional stable manifold W s(P2).

Let V0 : R → R
4 be the heteroclinic connection from P1 to P2 of Proposition 18

and V̂0 = V0(−∞,∞). Then V̂0 is contained in both W u(P1) and W s(P2).

Lemma 25 W u(P1) and W s(P2) intersect transversally on points of V̂0. More pre-
cisely for points Q ∈ V̂0 sufficiently close to P2 there directions in the tangent plane
to W u(P1) which are almost parallel to v(1), the tangent vector to W u(P2) at P2.

Proof Let Uβ(r) be the solution to (70) or (47) defined in the maximal interval
[0, Rmax(β)). Let β∗ denote the unique value of β such that Rmax(β

∗) = ∞ and

lim
r→∞ r τUβ∗(r) exists.

In Lemma 19 (for positive p) and in Proposition 8 d) (for negative p) is shown that
for αβ < αβ∗ the following estimate holds:

αU ′
β(r) ≤ αU ′

β∗(r)− α
β∗ − β

N
r ∀r ∈ [0, Rmax(β)).

Then ∂Uβ
∂β
(r)|β=β∗ satisfies the linearized equation at Uβ∗ and

∂U ′
β

∂β

∣
∣
∣
β=β∗(r) ≥ 1

N
r ∀r ≥ 0. (87)
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Let v(t) = eτ tUβ∗(et ), t ∈ R. Let V = (v1, . . . , v4) be defined by (23) and let
Z = ∂V

∂β
|β=β∗ . Then Z = (z1, . . . , z4) satisfies

Z ′ = (M + R(t))Z

where M is the matrix defined in (27) and

R(t) =

⎡

⎢
⎢
⎢
⎣

(1 − α)(v−α
1 v2 − τ) v1−α

1 − 1 0 0

0 0 0 0

0 0 0 0

pK0(v
αp−1
1 − 1) 0 0 0

⎤

⎥
⎥
⎥
⎦
.

Recall that V (t) → P2 as t → ∞. Moreover the convergence is exponential, that is
there are C, σ > 0 such that |V (t)− P2| ≤ Ce−σ t for all t ≥ 0. This follows from the
Hartman-Grobman theorem (see Theorem 7.1 in [29, Chap. IX] or Theorem 1.3.1 in
[25, Chap. 1]), which shows that the system (24) is C0-conjugate to its linearization
near P2. Recall that the eigenvalues of M are ν1 > 0 > ν2 and ν3, ν4 which have
negative real part and nonzero imaginary part. Let v(i) ∈ C

4 denote an eigenvector
associated to νi . By Theorem 8.1 in [10, Chap. 3] there are solutions ϕk to

ϕ′
k = (M + R(t))ϕk, t > 0

such that limt→∞ ϕk(t)e−νk t = v(k). It follows from this that Z = ∑4
i=1 ciϕi for

some constants c1, . . . , c4 ∈ C. The condition (87) and the definitions in (23) imply
that |z2(t)| ≥ ce(2+τ)t for some c > 0 and all t ≥ 0. But τ +2 > 0, so |Z(t)| → ∞ as
t → ∞. Since ν1 > 0 and ν2, ν3, ν4 have negative real part, we conclude that c1 �= 0
and

Z(t) = c1v
(1)eν1t + o(eν1t ) as t → ∞.

Since v(1) is the tangent vector to W u(P2), we have that ∂V
∂β

is not tangent to W s(P2)

for t large. On the other hand ∂V
∂β

is tangent to W u(P1) by construction. This shows

that W s(P2) and W u(P1) intersect transversally on points of V̂0 close to P2. By the
invertibility of the flow away from the stationary points, W s(P2) and W u(P1) intersect
transversally on all points of V̂0. ��
Proof of Theorems 4 and 7 We will write generic points in the phase space R

4 as
(v1, v2, v3, v4). Let {e j : j = 1, . . . , 4 } denote the canonical basis of R

4.
By Propositions 6 and 7 we know that W u(P2) ∩ {v2 = 0} is a single point, which

we call P∗ = (P∗
1 , P∗

2 , P∗
3 , P∗

4 ). Let E = W u(P1) ∩ {v2 = 0}. Each regular radial
solution of (2) corresponds to exactly one point v = (v1, . . . , v4) ∈ E with v1 > 0.

The multiplicity results are consequence of the following claims:

(a) E contains a spiral S about the point P∗,
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(b) S is contained in a 2-dimensional C1 surface Σ ⊆ {v2 = 0}, and
(c) the plane generated by e2, e3, e4 is transversal to the tangent plane to Σ at P∗.

More precisely, by (a) we mean that after a C1 diffeomorphism of a neighborhood
of P∗ to a neighborhood of the origin in R

4, which maps P∗ to the origin, the curve
S can be parametrized by a C1 function of the form (r(s) cos(s), r(s) sin(s), 0, 0),
s ∈ [0,∞), such that r(s) > 0 for all s ≥ 0 and r(s) → 0 as s → ∞. Moreover
one can choose this diffeomorphism such that Σ corresponds to part of the surface
{x = (x1, x2, x3, x4) ∈ R

4 : x3 = x4 = 0}.
Assume (a), (b) and (c) have been proved and define the hyperplane Hλ = {v1 =

(λ/αK0)
1

p−1 } where λ > 0. After the C1 diffeomorphism described above we can
assume that S = {(r(s) cos(s), r(s) sin(s), 0, 0) : s ≥ 0} and Σ ∩ Bρ = {x =
(x1, x2, x3, x4) ∈ R

4 : x3 = x4 = 0} ∩ Bρ for some ρ > 0. The hyperplane Hλ is
transformed into a C1 hypersurface. If λ = λS then Hλ contains the origin and the
condition c) ensures that it is transversal toΣ at the origin. By transversality, Hλ ∩Σ
is a C1 curve through the origin contained in {x3 = x4 = 0} (in the new coordinates).
Using polar coordinates in {x3 = x4 = 0} we then see that Hλ intersects the spiral S
infinitely many times, which means that (2) has infinitely many radial regular solu-
tions. If λ �= λS but λ is close to λS , Hλ ∩ E contains a large number of points, which
yields a large number of radial regular solutions of (2).

In what follows we will prove (a), (b) and (c). Let Xt denote the flow gener-
ated by (24), that is, Xt (ξ) is the solution to (24) at time t with initial condition
X0(ξ) = ξ ∈ R

4. For fixed ξ , Xt (ξ) is defined for t in a maximal open interval
containing 0.

Since (24) is C1-conjugate to its linearization around the point P2 by Lemma 5,
there is an open neighborhood NP2 of P2 and a C1 diffeomorphism R : NP2 → N0 to
an open neighborhood N0 of 0 such that R Xt R−1 = Lt where Lt is the flow generated
by M , and the formula holds in some neighborhood of the origin.

Let D be the 3 dimensional disk D = {v = (v1, . . . , v4) : v2 = 0, |v− P∗| < 1 },
which by Proposition 7 is transversal to W u(P2). Let Bs ⊆ W s(P2)∩ NP2 be an open
neighborhood of P2 relative to W s(P2) diffeomorphic to a 3 dimensional disk. By
choosing smaller neighborhoods if necessary, we may apply the λ-lemma of Palis
[36]. Let Dt be the connected component of Xt (D) ∩ NP2 that contains Xt (P∗).
Then, given ε > 0 there exists some t0 < 0, |t0| large, such that Dt0 contains a
3-dimensional C1 manifold M that is a εC1-close to Bs , which means that there is a
diffeomorphism η : M → Bs such that ‖i − η‖C1(M) ≤ ε where i : M → R

4 is the
inclusion map.

Chose some point Q ∈ V̂0 such that Q ∈ NP2 . By Lemma 25 we may choose a C1

curve contained in W u(P1), say Γ = {γ (s) : |s| < δ } with γ : (−δ, δ) → R
4 a C1

function with γ (0) = Q, γ ′(0) not tangent to W s(P2) at Q. We can assume also that
this curve is contained in NP2 . Choosing ε small we can assume that Γ intersects M.

We summarize in the next lemma several properties that we prove later on in this
section.

Lemma 26 For large t, Xt (Γ )∩M is a single point that we call Pt and the following
properties hold:
1. The collection of the points Pt for large t forms a spiral.
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2. There exists a 2 dimensional C1 manifold Σ̃ that contains Pt for all t large.
3. Let Qt0 be the intersection of M with W u(P2). Then the tangent plane to Σ̃ at

Qt0 becomes parallel to the one generated by Re(v(3)), I m(v(3)) (the eigenvector
corresponding to ν3, ν4) as ε → 0.

4. Moreover, for s > 0 suitably small the time t such that Xt (γ (s)) ∈ M satisfies

s = ce−ν1t + o(e−ν1t ) as t → ∞ (88)

where c > 0.

Let S̃ denote the collection {Pt : t ≥ t1} where t1 is suitably large. Define S =
X−t0(S̃) and Σ = X−t0(Σ̃). Since X−t0 is a smooth diffeomorphism from M to a
neighborhood of P∗ inside the hyperplane {v2 = 0} we see that S is a spiral contained
in a C1 surface Σ . The points of S belong to W u(P1) because they were obtained
though the flow from points in Xt (Γ ). This proves parts (a) and (b).

We now prove statement c). It is sufficient to show that inside the space {v2 = 0}
the plane generated by e3, e4 is transversal to the tangent space to Σ at P∗. Let
V = (v1, . . . , v4) : (−∞, 0] → R

4 denote the trajectory corresponding to the weakly
singular solution, that is, limt→−∞ V (t) = P2, v2(0) = 0. To prove our claim we
need to transport the plane generated by e3 and e4 back along V to P2 and this
is accomplished by solving the linearized equation around V . More precisely, let
Z , Z̃ : (−∞, 0] → R

4 be solutions to the linearization of (24) around V , that is,
Z = (z1, z2, z3, z4) satisfies for t < 0

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

z′
1 = (ατ + (1 − α)v−α

1 v2)z1 + v1−α
1 z2

z′
2 = −(N − 2 − τ)z2 + z3

z′
3 = (2 + τ)z3 + z4

z′
4 = −(N − 4 − τ)z4 + pK0v

αp−1
1 z1

(89)

and similarly for Z̃ = (z̃1, z̃2, z̃3, z̃4). As final conditions we take Z(0) = e3,
Z̃(0) = e4.

By Theorem 8.1 in [10, Chap. 3] there are solutions ϕk : (−∞, 0] → C
4 to (89)

such that

lim
t→−∞ϕk(t)e

−νk t = v(k) (90)

where v(1), . . . , v(4) are the eigenvectors of M . Recall that v(1), v(2) are real, and
v(3), v(4) are complex conjugate. Thus one can assume that ϕ1, ϕ2 are real ϕ3, ϕ4 are
complex conjugate. Then

Z(t) =
4∑

i=1

ciϕi (t), and Z̃(t) =
4∑

i=1

c̃iϕi (t)

for some constants c1, . . . , c4, c̃1, . . . , c̃4 ∈ C. We note that c1, c2, c̃1, c̃2 are real and
c3ϕ3(t)+ c4ϕ4(t) ∈ R, c̃3ϕ3(t)+ c̃4ϕ4(t) ∈ R for all t ≤ 0.
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We claim that

c2 �= 0 or c̃2 �= 0. (91)

Assume, by contradiction, that c2 = 0 and c̃2 = 0. Define

f (t) = e(N−4−2τ)t

(
z4(t)z̃1(t)

v1−α
1

− z3(t)z̃2(t)+ z2(t)z̃3(t)− z1(t)z̃4(t)

v1−α
1

)

, ∀t ≤ 0.

A calculation using (89) shows that f is constant. Using the final conditions for Z and
Z̃ we see that f (0) = 0 and hence

f (t) = 0 ∀t ≤ 0.

Using (90), (31) and the assumption c2 = 0, c̃2 = 0 we can compute

lim
t→−∞ f (t) = (c3c̃4 − c̃3c4)B

where

B = (ν3 − τ)(ν3 + N − 2 − τ)(ν3 − 2 − τ)− (ν3 − τ)(ν3 + N − 2 − τ)(ν4 − τ)

+(ν4 − τ)(ν4 + N − 2 − τ)(ν3 − τ)− (ν4 − τ)(ν4 + N − 2 − τ)(ν4 − 2 − τ)

= −1

2
M2(N )

√
M1(N )− M2(N )

Thus B ∈ iR, B �= 0 and we conclude that (c3c̃4 − c̃3c4) = 0. This means that
there exists a λ ∈ C such that c̃k = λck , k = 3, 4. Since c3ϕ3(t) + c4ϕ4(t) ∈ R,
c̃3ϕ3(t) + c̃4ϕ4(t) ∈ R for all t ≤ 0, ν1 > 0 and we assume that c2 = c̃2 = 0, we
must have λ ∈ R. Using Z(0) = e3 and Z̃(0) = e4 we see that

(c̃1 − λc1)ϕ1(0) = e4 − λe3.

But ϕ1 = cV ′, for some constant c ∈ R, since both solve (89) and both tend to 0 as
t → −∞. We know that v′

2(0) > 0 by Proposition 7 and this implies c̃1 − λc1 = 0, a
contradiction.

Finally, the condition (91) implies the assertion c). Indeed, let us recall that Σ =
X−t0(Σ̃) where Σ̃ is defined in Lemma 26 and t0 < 0, with |t0| large. Let Qt0 be
the intersection of Σ̃ with W u(P2). By 3. of Lemma 26 the tangent plane to Σ̃ at
Qt0 is almost parallel to the plane generated by Re(v(3)), I m(v(3)) (the eigenvector
corresponding to ν3). The condition (91) shows that for |t0| large at least one of the
vectors Z(t0) or Z̃0 is transversal to the tangent plane to Σ̃ at Qt0 , since one of these
vectors contains a component almost in the direction of v(2).

To finish the proof of Theorem 4 we still need to verify one assertion: for λ �= λS (2)
has at most a finite number of solutions. We will do this in Proposition 31 of Sect. 8.

��
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Proof of Lemma 26 Let us recall that by Lemma 5 there is a C1 diffeomorphism
R : NP2 → N0 from an open neighborhood NP2 of P2 to an open neighborhood N0
of 0 with R(P2) = 0, det(R′(P2)) > 0, such that R Xt R−1 = Lt where Lt = eMt is
the flow generated by M , and the formula holds in some neighborhood of the origin.

Thus we may assume that P2 is at the origin, and after a further linear change of
variables, that W s(P2) in a neighborhood of the origin is {(y1, . . . , y4) : y1 = 0 }
and Bs = {(y1, . . . , y4) : y1 = 0, |y| < δ} for some δ > 0. We can also assume that
the heteroclinic orbit V0 near the origin in the new variables is given by

V0(t) = (0, c2eν2t , c3 Re(eν3t ), c4 I m(eν3t )), t ≥ 0 (92)

for some constants c2, c3, c4. By Lemma 20 the curve V0 cannot have a direction that
becomes parallel to e2 = (0, 1, 0, 0) as t → ∞. Since |ν2| > |Re(ν3)| by (28), c3 �= 0
or c4 �= 0. By choosing ε small, we can assume that the normal vector to M near
P∗ is almost parallel to e1 = (1, 0, 0, 0). Thus by passing to a subset of M we may
assume that M is a C1 graph over the variables (y2, y3, y4), that is, there exists a C1

function ψ : {y′ = (y2, y3, y4) ∈ R
3, |y′| < δ} → R with ψ(0) > 0 such that

M = {(ψ(y′), y′) : y′ ∈ R
3, |y′| < δ}.

By Lemma 25 the tangent plane to W u(P1) at points close to the new origin (i.e.
P2) contains vectors almost parallel to e1 = (1, 0, 0, 0) and hence γ ′

1(0) �= 0. Using
the implicit function theorem we see that for large t the intersection of M and Lt (Γ )

occurs at points of the form

Pt = (γ1(s)e
ν1t , γ2(s)e

ν2t , γ3(s)Re(eν3t ), γ4(s)I m(eν3t ))

where s = ce−ν1t + o(e−ν1t ) as t → ∞ for some c > 0. Since c3 �= 0 or c4 �= 0 in
(92) we can define a surface

Σ̃ = {y = (y1, y2, y3, y4) : |y| < δ, y1 = ψ(y2, y3, y4), y2 = g(y3, y4)}

that contains the points Pt , where g is smooth away from the origin and has the property

g(y3, y4) = O(|(y3, y4)|β)

with β = ν2/Re(ν3). Thanks to (28) we see that β > 1. Therefore g is C1 and Σ̃ is a
C1 surface. ��
Proof of Theorem 9 By Propositions 6 and 7 we know that W u(P2) ∩ {v3 = 0} is a
single point, which we call P̄∗ = (P̄∗

1 , P̄∗
2 , P̄∗

3 , P̄∗
4 ).

As in Theorem 4, the multiplicity results asserted in Theorem 9 are consequence
of the following claims:

(a) E := W u(P1) ∩ {v3 = 0} contains a spiral S about the point P̄∗,
(b) S is contained in a 2-dimensional C1 surface Σ ⊆ {v3 = 0}, and
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(c) the plane through P̄∗ parallel to e2, e3, e4 is transversal to the tangent plane to
Σ at P̄∗.

The proofs are similar to the Dirichlet case, now changing v2 = 0 for v3 = 0. So
to prove c) it will be sufficient now to show that inside the space {v3 = 0} the plane
generated by e2, e4 is transversal to the tangent space to Σ at P̄∗. We define now Z
satisfying (89) with the final condition Z(0) = e2, and Z̃ remains unchanged. In the
same form we claim that (91) holds. Indeed using the same argument as before with
Z(0) = e2 and Z̃(0) = e4, we find

(c̃1 − λc1)ϕ1(0) = e4 − λe2.

But we know by Proposition 7 that v′
3(0) > 0 and this implies c̃1 − λc1 = 0, a

contradiction. The rest of the proof is the same. ��

8 Structure of the solution set

The initial value problems (70) for positive p and (47) for negative p yield solutions
to problem (2). Indeed, let Uβ be the solution of (70) or (47) defined in the maximal
interval of existence [0, Rmax(β)). Set

I =
{
(β∗(p), 0) for N ≥ 5, p > N+4

N−4

(0, β∗(p)) for N = 3 and −3 < p < −1, or N ≥ 4 and p < −1,

where β∗(p) is the critical value obtained in Proposition 8 for negative p and in Theo-
rem 10 for positive p. Thanks to these results we know that if β ∈ I then U ′

β vanishes
exactly at R0(β), and for β outside I , U ′

β does not vanish. It is not difficult to verify

that R0(β) defines a C1 function of β ∈ I . Let us introduce, for β ∈ I the function

uβ(r) = sign(p)

[
Uβ(R0(β)r)

Uβ(R0(β))
− 1

]

, 0 ≤ r ≤ 1. (93)

Then uβ is a solution of (2) for the value of λβ = |K0|Uβ(R0(β))
p−1 R0(β)

4.
As in Sect. 7, we let E = W u(P1) ∩ {v2 = 0} and recall that each regular

radial solution of (2) corresponds to exactly one point v = (v1, . . . , v4) ∈ E with
v1 > 0. Define E0 = W u(P1) ∩ {v2 = 0, v1 > 0}. For β ∈ I we let Vβ =
(vβ,1, . . . , vβ,4) : (−∞, T (β)) → R

4 be the function obtained from vβ(t) = Uβ(et )

for t < T (β) through the transformations (23), where T (β) = log(Rmax(β)). Define
also T0(β) = log(R0(β)) for β ∈ I . Then Vβ satisfies (24) and v2,β(T0(β)) = 0. Since
Vβ(−∞, T (β)) lies in W u(P1)we have Vβ(T0(β)) ∈ E . Let us define φ : I → R

4 by

φ(β) = Vβ(T0(β)) for all β ∈ I.

Then by construction φ(β) ∈ E0 for all β ∈ I .
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Lemma 27 Let P∗ be the intersection of W u(P2) with {v2 = 0}. Then

lim
β→β∗ φ(β) = P∗, lim

β→β∗ T0(β) = +∞

and

lim
β→β∗ uβ(0) =

{
∞ for positive p

1 for negative p.

Proof Let M, Q and Γ = {γ (s) : |s| < δ } with γ : (−δ, δ) → R
4 be as in the proof

of Theorem 4. Let Γ0 = {γ (s) : 0 < s < δ }. We note that for β ∈ I and β close to
β∗ there is some time t1(β) such that Vβ(t1(β)) ∈ Γ0. As β → β∗, Vβ(t1(β)) → Q
Fixing δ sufficiently small, we may define the function τ : Γ0 → R+ where τ(p) is
such that Xτ(p)(p) ∈ M. Then τ is continuous, and by (88)

1

C
log(1/s) ≤ τ(γ (s)) ≤ C log(1/s) for 0 < s < δ

where C > 0 is some constant. This shows that τ(p) → +∞ as p → Q and then
T0(β) → ∞ as β → β∗. As in the proof of Lemma 26 one can also show that as
p → Q, p ∈ Γ0 the point Xτ(p)(p) approaches the intersection of M with W u(P2).
This shows that φ(β) → P∗ as β → β∗. Finally, since T0(β) → ∞ as β → β∗ we
see from formula (93) that uβ(0) → ∞ as β → β∗ if p is positive and uβ(0) → 1 as
β → β∗ if p is negative. ��
Lemma 28 We have

lim
β→0

φ(β) = 0 and lim
β→0

uβ(0) = 0.

Proof Using the implicit function theorem there is δ > 0 such that for λ > 0 small
there is a unique small solution uλ of (2). The map λ → uλ is C1 into C4(B). Set

Ũλ(r) = 1 + α uλ(Aλr)

1 + α uλ(0)

where

Aλ =
( |K0|(1 + α uλ(0))

1−p

λ

)1/4

.

Then Ũλ is the solution of (70) with β = β(λ) where β(λ) := αA2
λΔuλ(0)/(1 +

α uλ(0))by uniqueness of that initial value problem. In particularuβ = uλ ifβ = β(λ).
Since uλ → 0 as λ → 0, using standard elliptic estimates one can prove that

uλ
λ

→ 1

8N (N + 2)
(1 − r2)2 as λ → 0
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in C4(B). It follows that β(λ) = O(λ1/2) as λ → 0. Thus for small β ∈ I the solution
of the shooting problem (70) or (47) is Ũλ with λ > 0 such that β(λ) = β, and this
λ > 0 is uniquely determined. Then as β → 0, λ → 0 and Uβ(0) = uλ(0) → 0.
Also R0(β) = 1/Aλ → 0 and φ(β) → 0 as β → 0 (since φ(β) is expressed in terms
of derivatives of uλ). ��

Analogously to [27, Lemma 5.1] we have:

Lemma 29 Let p ∈ R. Suppose that u1, u2 are smooth radial solutions of (2) asso-
ciated to parameters λ1 > 0, λ2 > 0 such that u1(0) = u2(0). Then λ1 = λ2 and
u1 ≡ u2.

Proof First we consider the case p �= 0. Suppose we have smooth radial solutions u1,
u2 of (2) associated to parameters λ1 > λ2 such that u1(0) = u2(0) = κ .

Let α = sign(p). For j = 1, 2 define

v j (r) = 1 + α u j (λ
−1/4
j r)

1 + α κ
, for r ∈ [0, λ1/4

j ]

The v j satisfies

Δ2v j = f (v j ) for r ∈ [0, λ1/4
j ]

v j (0) = 1, v′
j (0) = 0, (Δv j )

′(0) = 0

v j (λ
1/4
j ) = 1

1 + ακ
, v′

j (λ
1/4
j ) = 0

where f (t) = α(1+ακ)p−1t p. Note that f is increasing. Since u1 and u2 are decreas-
ing functions on (0, 1), we have that

αv′
j (r) < 0 for all r ∈ (0, λ1/4

j ). (94)

Assume that αΔv1(0) < αΔv2(0). Then by Lemma 9 α v1(r) < α v2(r) for all
r ∈ [0, λ1/4

2 ]. In particular α v1(λ
1/4
2 ) < α v2(λ

1/4
2 ) = α/(1 + ακ) which is impossi-

ble because (94) implies that α v1(r) > α/(1 + ακ) for all r ∈ [0, λ1/4
1 ).

Assume now that αΔv1(0) > αΔv2(0). Then by Lemma 9 αv1(r) > αv2(r),
αv′

1(r) > αv′
2(r), αΔv1(r) > αΔv2(r), α(Δv1)

′(r) > α(Δv2)
′(r) for all r ∈

[0, λ1/4
2 ]. Since v1 is defined up to λ1/4

1 , v2 can be extended to [0, λ1/4
1 ] and the

previous inequalities are valid in this interval. Evaluating at λ1/4
1 we deduce that

0 = αv′
1(λ

1/4
1 ) > αv′

2(λ
1/4
1 ). (95)

Since w = αΔv2 satisfies Δw = α f (v j ) > 0 it is subharmonic and hence w(r1) ≤
w(r2) for all 0 ≤ r1 ≤ r2 ≤ λ

1/4
1 . But the Green function for the bilaplacian in the

ball of radius R > 0 with Dirichlet boundary conditions G(x, y) satisfies G(x, y) ≥
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c(R − |x |)2(R − |y|)2 for some c > 0, see [24]. This implies that αΔv2(λ
1/4
2 ) > 0

and therefore w(r) > 0 for all r ∈ [λ1/4
2 , λ

1/4
1 ]. Thus

r N−1αv′
2(r) =

r∫

λ
1/4
2

t N−1αΔv2(t) dt > 0 for all r ∈ (λ1/4
2 , λ

1/4
1 ].

In particular αv′
2(λ

1/4
1 ) > 0 which contradicts (95).

It follows that Δv1(0) = Δv2(0) and hence v1 ≡ v2. This implies that λ1 = λ2
and that u1 ≡ u2.

The remaining case p = 0, can be solved explicitly and we find that λ = 8(N +
2)N u(0). ��
Proof of Theorems 3 and 6 To prove this we will show that

E0 = {φ(β) : β ∈ I } (96)

Indeed, by construction φ(β) ∈ E0 for each β ∈ I . To prove E0 ⊆ {φ(β) : β ∈ I }
we need to show that given any radial regular solution u of (2) there exists β ∈ I
such that u = uβ . Note that if p is negative and u is a radial regular solution for some
λ > 0 then 0 < u(0) < 1. Using Lemma 29 it is sufficient to find β ∈ I such that
u(0) = uβ(0). We have by Lemma 27 that uβ(0) → +∞ as β → β∗ if p is positive
and uβ(0) → 1 if p is negative. By Lemma 28 we know that uβ(0) → 0 as β → 0.
Since uβ(0) varies continuously with β there is β ∈ I such that u(0) = Uβ(0). ��
Lemma 30 The map φ : I → R

4 is a real analytic.

Proof Let β0 ∈ I . Then there is r0 > 0 and δ > 0 such that Uβ(r0) is well defined
for all β ∈ (β0 − δ, β0 + δ) and is analytic. Fix R0(β0) < R1 < Rmax(β0). Then, by
standard theory of ODE, by taking δ > 0 smaller if necessary we find that Uβ(r) is
well defined for all r ∈ [0, R1]. Moreover Uβ(r) is analytic with respect to β ∈ (β0 −
δ, β0 + δ) and r ∈ (R0(β)− δ, R0(β)+ δ) (see [8]). Since ∂

∂β
Uβ(R0(β0))|β=β0 �= 0,

by the implicit function theorem the map β → R0(β) is analytic in a neighborhood
of β0. It follows that φ(β) = Vβ(T0(β)) is analytic in a neighborhood of β0. ��
Proposition 31 Assume p is in the range (8) or (10). If λ �= λS, then there is at most
a finite number of regular radial solutions of (2).

Proof By (96) and Lemmas 27 and 28 we can consider P1 and P∗ as the endpoints of
E0. If λ = 0 then u = 0 is the only solution of (2). Let λ �= 0, λ �= λ∗. By analyticity
E0 ∩ {v1 = λ} can only accumulate at either P1 or P∗. Since P∗ is not included in
{v1 = λ} accumulation in P∗ is not possible. Similarly, since P1 �∈ {v1 = λ} the set
E0 ∩{v1 = λ} cannot accumulate at P1. Thus E0 ∩{v1 = λ} consists of a finite number
of points, which correspond to regular radial solutions of (2). ��
Proof of Proposition 2 By [7] and [14] there exists λ∗ such that if 0 ≤ λ < λ∗ then
(2) has a minimal smooth solution uλ and if λ > λ∗ then (20) has no weak solution.
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Although in [7] the authors deal with (2) when p = −2 and N = 3, the proof applies to
any p < 0 and N ≥ 1. The limit u∗ = limλ↗λ∗ uλ exists pointwise, belongs to H2(B)
and is a weak solution to (20) in the sense (4) or (5). The functions uλ, 0 ≤ λ < λ∗
and u∗ are radially symmetric and radially decreasing.

Assume u∗ is singular. Fix λ̄ ∈ (0, λ∗) and let v be a smooth radial solution to (2)
with parameter λ̄. Since λ ∈ (0, λ∗) → uλ(0) depends continuously on λ, and since
limλ→λ∗ uλ(0) → ∞ we see that there exists someλ ∈ (0, λ∗) such that v(0) = uλ(0).
By Lemma 29 we conclude that λ̄ = λ and v = uλ.

Now assume that for all 0 < λ < λ∗ there is a unique solution. Then this solution
has to be the minimal uλ and is therefore regular. This shows that λS ≥ λ∗. Since we
always have the opposite inequality we deduce λS = λ∗. We claim that u∗ = uS . If
u∗ is not regular then it has to be weakly singular and by uniqueness u∗ = uS . So,
suppose that u∗ is regular. Since uλ ≤ u∗ and u∗ is regular there would be a constant
C such that (1 + sign(p)uλ)

p ≤ C for all 0 < λ < λ∗ and all 0 ≤ r ≤ 1. Recall the
family of solution uβ constructed in (93). By Lemma 27

lim
β→β∗(1 + sign(p)uβ(0))

p = ∞.

But each uβ corresponds to some uλ by uniqueness, which gives a contradiction. ��

Appendix A: Sign of some constants

We see that K1 is a cubic polynomial in τ and that N−4
2 , which corresponds to the

critical exponent p∗ = N+4
N−4 , is a root. Then

K1 = −4

(

τ − N − 4

2

)

(τ − τ−)(τ − τ+)

where

τ+ = N − 4

2
+

√
(N − 2)2 + 4

2
, τ− = N − 4

2
−

√
(N − 2)2 + 4

2
.

Since τ −< (N − 4)/2 < τ+ for all N ≥ 3 we see that K1 < 0 on (τ−, (N − 4)/2)
and (τ+,∞).

Using formulas (22) we see that K2 K3 − K1 is a cubic polynomial in τ which can
be written as

K2 K3 − K1 = −20

(

τ − N − 4

2

)

(τ − τa)(τ − τb)

where

τa = N − 4

2
−

√
(N − 2)2 + 4

2
√

5
, τb = N − 4

2
+

√
(N − 2)2 + 4

2
√

5
.
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Since τa < (N − 4)/2 < τb for all N ≥ 3 we see that K2 K3 − K1 > 0 on (−∞, τa)

and ((N − 4)/2, τb). It follows that for all τ < (N − 4)/2 we have K1 < 0 or
K2 K3 − K1 > 0.

Appendix B: Calculation of pc and p+
c

The relation pK0 = HN can be written as a fourth order polynomial in τ , that is

(τ + 4)(τ + 2)(N − 2 − τ)(N − 4 − τ) = HN .

This polynomial has four real roots given by

τ±
1 = N − 6

2
± 1

2

√

4 + N 2 − 4
√

N 2 + HN

and

τ±
2 = N − 6

2
± 1

2

√

4 + N 2 + 4
√

N 2 + HN .

We can check that τ±
2 are always outside the range (14) or (15), because τ+

2 ≥ N − 2
(the corresponding value of p satisfies 1 < p ≤ (N +2)/(N −2)), and τ−

2 ≤ −4, (0 ≤
p < 1) and so we write

pc = 4 + τ−
1

τ−
1

and p+
c = 4 + τ+

1

τ+
1

.

Note that p+
c only appears as a critical power when N = 3, since for N = 4, τ+

1 = 0
and for N > 4, we have τ+

1 > (N − 4)/2, (1 < p < (N + 4)/(N − 4)).

Acknowledgments J.D. was partially supported by Fondecyt 1090167, Fondap Matemáticas Aplicadas
Chile, and Basal-CMM grants, I.F. was partially supported by Fondecyt 1090518 and I.G. was partially
supported by Fondecyt 1090470.

References

1. Arioli, G., Gazzola, F., Grunau, H.-C.: Entire solutions for a semilinear fourth order elliptic problem
with exponential nonlinearity. J. Differ. Equ. 230(2), 743–770 (2006)

2. Arioli, G., Gazzola, F., Grunau, H.-C., Mitidieri, E.: A semilinear fourth order elliptic problem with
exponential nonlinearity. SIAM J. Math. Anal. 36(4), 1226–1258 (2005)

3. Bamón, R., Flores, I., del Pino, M.: Ground states of semilinear elliptic equations: a geometric
approach. Ann. Inst. H. Poincaré Anal. Non Linéaire 17(5), 551–581 (2000)

4. Belickiı̆, G.R.: Functional equations, and conjugacy of local diffeomorphisms of finite smoothness
class. Funct. Anal. Appl. 7, 268–277 (1973)

5. Berchio, E., Gazzola, F.: Some remarks on biharmonic elliptic problems with positive, increasing and
convex nonlinearities. Electron. J. Differ. Equ. vol. 34, p. 20 (2005)

6. Berchio, E., Gazzola, F., Weth, T.: Radial symmetry of positive solutions to nonlinear polyharmonic
Dirichlet problems. J. Reine Angew. Math. 620, 165–183 (2008)

123



192 J. Dávila et al.

7. Cassani, D., do Ó, J.M., Ghoussoub, N.: On a fourth order elliptic problem with a singular nonlinear-
ity. Adv. Nonlinear Stud. 9(1), 177–197 (2009)

8. Chicone, C.: Ordinary differential equations with applications, 2nd edn. Texts in Applied Mathematics,
vol. 34. Springer, New York (2006)

9. Choi, Y.S., Xu, X.: Nonlinear biharmonic equations with negative exponents. J. Differ. Equ. 246(1),
216–234 (2009)

10. Coddington, E.A., Levinson, N.: Theory of Ordinary Differential Equations. McGraw-Hill Book Com-
pany, Inc., New York (1955)

11. Cowan, C., Esposito, P., Ghoussoub, N., Moradifam, A.: The critical dimension for a fourth order
elliptic problem with singular nonlinearity. Arch. Ration. Mech. Anal. (2009, to appear)

12. Dávila, J., Dupaigne, L., Guerra, I., Montenegro, M.: Stable solutions for the bilaplacian with expo-
nential nonlinearity. SIAM J. Math. Anal. 39(2), 565–592 (2007)

13. Dávila, J., Flores, I.,Guerra, I.: Multiplicity of solutions for a fourth order problem with exponential
nonlinearity. J. Differ. Equ. (2009). doi:10.1016/j.jde.2009.07.023

14. Ferrero, A., Grunau, H.-C.: The Dirichlet problem for supercritical biharmonic equations with power-
type nonlinearity. J. Differ. Equ. 234(2), 582–606 (2007)

15. Ferrero, A., Grunau, H.-C., Karageorgis, P.: Supercritical biharmonic equations with power-type non-
linearity. Ann. Mat. Pura Appl. 188, 171–185 (2009)

16. Ferrero, A., Warnault, G.: On solutions of second and fourth order elliptic equations with power-type
nonlinearities. Nonlinear Anal. 70(8), 2889–2902 (2009)

17. Flores, I.: A resonance phenomenon for ground states of an elliptic equation of Emden-Fowler type.
J. Differ. Equ. 198(1), 1–15 (2004)

18. Flores, I.: Singular solutions of the Brezis-Nirenberg problem in a ball. Commun. Pure Appl. Anal.
8(2), 673–682 (2009)

19. Dolbeault, J., Flores, I.: Geometry of phase space and solutions of semilinear elliptic equations in a
ball. Trans. Am. Math. Soc. 359(9), 4073–4087 (2007)

20. Gazzola, F., Grunau, H.: Radial entire solutions for supercritical biharmonic equations. Math. Ann.
334(4), 905–936 (2006)

21. Gelfand, I.M.: Some problems in the theory of quasilinear equations. Section 15, due to G.I. Barenbl-
att. Am. Math. Soc. Trans. II Ser. 29, 295–381 (1963)

22. Gilbarg, D., Trudinger, N.S.: Elliptic partial differential equations of second order. Classics in Math-
ematics. Springer, Berlin (2001)

23. Gidas, B., Ni, W.M., Nirenberg, L.: Symmetry and related properties via the maximum principle. Com-
mun. Math. Phys. 68(3), 209–243 (1979)

24. Grunau, H., Sweers, G.: Positivity for equations involving polyharmonic operators with Dirichlet
boundary conditions. Math. Ann. 307(4), 589–626 (1997)

25. Guckenheimer, J., Holmes, P.: Nonlinear oscillations, dynamical systems, and bifurcations of vector
fields. Revised and corrected reprint of the 1983 original. Applied Mathematical Sciences, vol. 42.
Springer, New York (1990)

26. Guo, Z., Wei, J.: On a fourth order nonlinear elliptic equation with negative exponent. SIAM J. Math.
Anal. 40(5), 2034–2054 (2009)

27. Guo, Z., Wei, J.: Entire solutions and global bifurcations for a biharmonic equation with singular
non-linearity in R

3. Adv. Differ. Equ. 13(7–8), 753–780 (2008)
28. Guo, Z., Wei, J.: Entire solutions and global bifurcations for a biharmonic equation with singular

nonlinearity II (preprint)
29. Hartman, P.: Ordinary differential equations. Classics in Applied Mathematics, vol. 38. Society for

Industrial and Applied Mathematics (SIAM), Philadelphia (2002)
30. Joseph, D.D., Lundgren, T.S.: Quasilinear Dirichlet problems driven by positive sources. Arch. Ration.

Mech. Anal. 49, 241–269 (1972)
31. Karageorgis, P.: Stability and intersection properties of solutions to the nonlinear biharmonic equation

(preprint)
32. Lin, F., Yang, Y.: Nonlinear non-local elliptic equation modelling electrostatic actuation. Proc. R. Soc.

Lond. Ser. A Math. Phys. Eng. Sci. 463(2081), 1323–1337 (2007)
33. Lions, P.L.: On the existence of positive solutions of semilinear elliptic equations. SIAM Rev. 24(4),

441–467 (1982)
34. McKenna, P.J., Reichel, W.: Radial solutions of singular nonlinear biharmonic equations and applica-

tions to conformal geometry. Electron. J. Differ. Equ., no. 37, 13 pp. (2003)

123

http://dx.doi.org/10.1016/j.jde.2009.07.023


Multiplicity for the bilaplacian with power nonlinearity 193

35. Mitidieri, E., Pokhozhaev, S.I.: A priori estimates and blow-up of solutions to nonlinear partial differ-
ential equations and inequalities. Tr. Mat. Inst. Steklova 234, 3–383 (2001). English translation: Proc.
Steklov Inst. Math. 234, 1–362 (2001)

36. Palis, J.: On Morse-Smale dynamical systems. Topology 8, 385–404 (1968)
37. Pelesko, J.A., Bernstein, A.A.: Modeling MEMS and NEMS. Chapman Hall and CRC Press, Boca

Raton (2002)
38. Rellich, F.: Halbbeschränkte Differentialoperatoren höherer Ordnung. In: Gerretsen, J.C.H., et al. (eds.)

Proceedings of the international congress of mathematicians Amsterdam 1954, vol. III, pp. 243–250.
Nordhoff, Groningen (1956)

39. Ruelle, D.: Elements of Differentiable Dynamics and Bifurcation Theory. Academic Press, Inc.,
Boston (1989)

123


	Multiplicity of solutions for a fourth order equation with power-type nonlinearity
	Abstract
	1 Introduction
	1.1 Main results for positive powers
	1.2 Main results for negative powers
	1.3 Further results and comments

	2 Preliminaries
	2.1 Important constants
	2.2 The Emden-Fowler transformation

	3 The unstable manifold at P2
	4 Entire solutions for negative powers
	5 Heteroclinic connection from P1 to P2
	6 Proof of Theorem 1
	7 Proof of Theorems 4 and 7
	8 Structure of the solution set
	Appendix A: Sign of some constants
	Appendix B: Calculation of pc and p+
	Acknowledgments
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




